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typedef struct {
    unsigned char current_bank;
    unsigned char current_preset;
    unsigned char mode;
    unsigned char current_loop[8];
} state_t;

typedef struct {
    unsigned char up_pressed;
    unsigned char down_pressed;
    unsigned char edit_pressed;
    unsigned char preset_pressed[8];
} input_t;

typedef struct {
    state_t state;
    input_t input;
} read_input_result_t;

typedef struct {
    unsigned char direction;
    state_t state;
    unsigned char preset;
} decode_command_result_t;

typedef struct {

    unsigned char loop;

    state_t state;

} decode_edit_command_result_t;

read_input_result_t read_input(state_t state) {

    read_input_result_t result;

    result.state = state;

    result.input.up_pressed = PORTAbits.RA0;

    result.input.down_pressed = PORTAbits.RA1;

    result.input.edit_pressed = PORTCbits.RC2;

    result.input.preset_pressed[0] = PORTAbits.RA2;

    result.input.preset_pressed[1] = PORTAbits.RA3;

    result.input.preset_pressed[2] = PORTAbits.RA4;
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INTRODUCTION 

While software engineering evolves, it includes more disciplines. Nowadays, these 

disciplines include development, business process analysis, project management and others. 

Authors of [1] consider modern software engineering to be a result of Agile methodology and 

Model-Driven Architecture (MDA) development. One of the newest software engineering 

paradigms is model-driven software development (MDSD) [18], [75]. In contrast to so called 

“model-based” development, that uses different kinds of models in different development 

stages, MDSD is based around strictly defined models and its processing algorithms.  

It is possible to define two kinds of MDSD users [75] – ones that consider the model to be 

purely analytical instrument meant for problem domain analysis and business modelling, as 

well as others, that define model as high-level executable artifact. Such an artifact can in turn 

be used to automatically obtain lower-level artifacts (software code, documentation, and 

others). So, it is possible to say, that a model should be both understandable to all the 

stakeholders as well as fitted for an automatic code generation.  

Unified modelling language (UML) [90] is widely used by enterprises [29]. While it 

supports code generation from standard models (for example, [6], [7], [18], [79], [83], [91]), it 

can be explained by the fact that UML diagrams are used to describe not the initial problem 

domain, but existing solutions. OMG (Object Management Group) defines UML as “a 

graphical language for visualizing, specifying, constructing, and documenting the artifacts of 

distributed object systems” [90]. This, in turn, means that UML is not meant for business 

analysis and should be used to describe solution architecture. 

Similar thoughts are expressed by many authors, for example in [8], [74], [85]. These 

authors are pointing out the fact that modern modelling languages (including UML) can be 

understood by model-driven engineering experts, while being unclear for problem domain 

experts and business analysts. An idea that UML models are “too similar to the software code 

to be used in MDSD” is brought out. So, it is necessary to have a modelling language 

understandable by all stakeholders. The following artifacts are usually defined as fitting in 

this role: 

 use case list;  

 business process models describing aforementioned use cases (for example, BPMN – 

Business Process Model and Notation [10]); 

 concept models containing information on problem domain objects. 

So, it is possible to note that code generation from models is possible, but currently used 

models are not always suited for the task due to their complexity. Author of this Thesis states 

a hypothesis that modelling language should consist of two artifacts (similar to [8]): 

 business process model, which can be BPMN [10], data flow diagram (DFD) [25], 

[82] or others; 

 conceptual domain model, which can be, for example, represented in the entity-

relationship (ER) [17] diagram form. 
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Use case model can be fully replaced by the business process model – by defining 

business process flow for each use case, same information is obtained. This set of artifacts 

should prove usable for wider MDSD introduction. 

Confirmation of the Proposed Model Hypothesis 

To prove the mentioned hypothesis, two surveys were conducted. The first one targeted 

software developers and architects and asked a single question about UML diagrams that 

respondents can define. A total of 227 answers was received, and analysis of these answers 

show that the majority of respondents can define class, sequence, activity and use case 

diagrams. This can be explained by the fact that these diagrams (excluding use case) are used 

to describe system architecture and process flow. 

The second survey was meant for business analysts. In addition to the previous question 

respondents were asked about their experience with business process and ER-diagrams. A 

total of 46 answers was received, and analysis of these answers proves that the majority of 

business analysts can understand, define, and use business process and ER-diagrams. 

The survey results prove that the business process and ER models should probably 

improve the situation with wide MDSD adoption. So, it is possible to conclude that the code 

generation task would require modelling language that supports these models. 

As such model a two-hemisphere model was selected [54], [64]. Several researches, that 

were performed, show that it is possible to use this model for UML diagram generation, since 

the model itself contains enough information to define both static and dynamic artifacts [54], 

[55]. The transformation result is an UML diagram set that can be further used to generate a 

code [71]. So, another hypothesis is defined: if it is possible to perform two-hemisphere 

model → UML and UML → code transformations, then it should also be possible to 

transform a two-hemisphere model into software code directly. This fact is also confirmed 

in [33], [34]. 

Such transformation would allow to use a single model for the code generation task – 

two-hemisphere model, which, in turn, is a result of business requirement analysis. This 

means, that in the future it would only be necessary to support this model development to 

provide a full MDSD solution to all the stakeholders. 

Purpose and Tasks the Doctoral Thesis 

The purpose of this Thesis is to develop a code generation algorithm that uses two-

hemisphere model as a source model, validation method for this algorithm, as well as perform 

a practical approbation of the developed algorithm. To achieve this, it is necessary to perform 

the following tasks. 

1. To evaluate the two-hemisphere model usability in the code generation context and 

improve the model, if necessary.  

2. To select the programming language for the code generation and substantiate the 

choice.  
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3. To develop an algorithm for the two-hemisphere model transformation into a software 

code. 

4. To define a validation methodology to check the correctness of transformation.  

5. To evaluate the developed algorithm in practice by using it to develop a software 

system.  

Scientific Innovation and Practical Significance of the Doctoral Thesis 

Scientific innovation of the Doctoral Thesis is as follows 

1. An analysis of two-hemisphere model was performed. Both its advantages and 

limitations in software code generation context were identified. After this analysis, 

several improvements were defined for the model. 

2. New transformation rules were developed to support a code generation from the two-

hemisphere model. In this Thesis, Java code generation programming language [41] is 

described, however, it is possible to use the proposed rules to obtain the code in 

different programming languages. 

3. To make transformation rules language-agnostic, intermediate model to represent the 

code was developed. This model supports code generation for different paradigm 

languages. 

4. An improved class relationship detection algorithm was developed. It can be used also 

outside of the model-driven engineering scope. Examples of such usage would be 

refactoring, existing system and its component analysis and others. 

Practical significance of the research 

Results that were obtained during Thesis development were also used to solve a practical 

task – microcontroller software development. During this development the author noted that 

the two-hemisphere model is understandable not only to the software engineers but to other 

stakeholders as well, which helped in improving the communication. The defined 

transformation rules are language-agnostic and can be used with different paradigm 

programming languages, which was also proven during the practical approbation. 

Thesis Approbation 

The results of this Thesis are reflected in 9 publications in international and Latvian 

Council of Science recognized scientific issues 

1. Nikiforova, O., Gusarovs, K. Anemic Domain Model vs Rich Domain Model to 

Improve the Two-Hemisphere Model-Driven Approach. Applied Computer Systems, 

2020, Volume 25, Issue 1.  (Accepted for publication). (Contribution ~50 %). † 

2. Gusarovs, K., Nikiforova, O. An Intermediate Model for the Code Generation from 

the Two-Hemisphere Model. In: Proceedings of the 14th International Conference on 

Software Engineering Advances (ICSEA 2019), accepted for publishing. ISBN: 978-1-

61208-752-8. (Contribution ~70%). 
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3. Gusarovs, K. An Analysis on Java Programming Language Decompiler Capabilities. 

Applied Computer Systems, 2018, Volume 23, No. 2. pp. 109‒117. eISSN 2255-8691. 

ISSN 2255-8683. Available from: doi:10.2478/acss-2018-0014. 

4. Gusarovs, K., Nikiforova, O., Giurca, A. Simplified Lisp Code Generation from the 

Two-hemisphere Model. Procedia Computer Science, 2017, Volume 104, Issue C. pp. 

329‒337. Available from: doi:10.1016/j.procs.2017.01.142. (Contribution ~70 %). *† 

5. Gusarovs, K., Nikiforova, O. Workflow Generation from the Two-Hemisphere Model. 

Applied Computer Systems, 2017, Volume 22, Issue 1. pp. 36‒46. eISSN 2255-8691. 

ISSN 2255-8683. Available from: doi:10.1515/acss-2017-0016. (Contribution ~60 %). † 

6. Nikiforova, O., Gusarovs, K., Ressin, A. An Approach to Generation of the UML 

Sequence Diagram from the Two-Hemisphere Model. In: Proceedings of the 11th 

International Conference on Software Engineering Advances (ICSEA 2016). 

Wilmington: IARIA, 2016, pp. 142‒149. ISBN 978-1-61208-498-5. (Contribution 

~40 %). 

7. Gusarovs, K., Nikiforova, O., Jukss, M. A Prototype of Description Language for the 

Two-Hemisphere Model. Applied Computer Systems, 2015, Volume 18, Issue 1. pp. 

15‒20. ISSN 2255-8691. Available from: doi:10.1515/acss-2015-0014. (Contribution 

~60 %). 

8. Nikiforova, O., Gusarovs, K. Kozacenko, L., Ahilcenoka, D., Ungurs, D. An 

Approach to Compare UML Class Diagrams Based on Semantical Features of Their 

Elements. In: Proceedings of the 10th International Conference on Software 

Engineering Advances (ICSEA 2015). Wilmington: IARIA, 2015, pp. 147‒153. ISBN 

978-1-61208-438-1. (Contribution ~40 %). 

9. Zusane, U.I., Nikiforova, O., Gusarovs, K. Several Issues on the Model Interchange 

Between Model-Driven Software Development Tools. In: Proceedings of the 10th 

International Conference on Software Engineering Advances (ICSEA 2015). 

Wilmington: IARIA, 2015, pp. 451‒457. ISBN 978-1-61208-438-1. (Contribution 

~20 %). 

The results of the Thesis were presented in 7 international scientific conferences:  

1. ICSEA 2015 ‒ The Tenth International Conference on Software Engineering 

Advances, November 15‒20, 2015, Barcelona, Spain, “Several Issues on the Model 

Interchange Between Model-Driven Software Development Tools” and “An Approach 

to Compare UML Class Diagrams Based on Semantical Features of Their Elements”. 

2. Riga Technical University 56th International Scientific Conference, October 14‒17, 

2015, Riga, Latvia, “A Prototype of Description Language for the Two-Hemisphere 

Model”. 

3. ICSEA 2016 ‒ The Eleventh International Conference on Software Engineering 

Advances. August 21‒25, 2016, Rome, Italy. “An Approach to Generation of the 

UML Sequence Diagram from the Two-Hemisphere Model”. 

4. Riga Technical University 58th International Scientific Conference, October 12‒15, 

2017, Riga, Latvia, “Workflow Generation from the Two-Hemisphere Model”. 
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5. 15th International Conference of Numerical Analysis and Applied Mathematics 

ICNAAM 2017; 7th Symposium on Computer Languages, Implementation and 

Tools ‒ SCLIT 2017, September 26‒30, 2017, Thessaloniki, Greece, “Several Issues 

of Two-Hemisphere Model-Driven Approach to Improve with Anemic Domain 

Model”. 

6. Riga Technical University 59th International Scientific Conference, October 10‒12, 

2018, Riga, Latvia, “An Analysis on Java Programming Language Decompiler 

Capabilities”. 

7. ICSEA 2019 ‒ The Fourteenth  International Conference on Software Engineering 

Advances, November 24‒28, 2019, Valencia, Spain, “An Intermediate Model for the 

Code Generation from the Two-Hemisphere Model”. 

Other publications on the research topic: 

1. Nikiforova, O., Ahilcenoka, D., Ungurs, D., Gusarovs, K., Kozacenko, L. Several 

Issues on the Layout of the UML Sequence and Class Diagram. In: Proceedings of the 

9th International Conference on Software Engineering Advances (ICSEA 2014), 2014, 

pp. 40‒47. (Contribution ~20 %). 

2. Nikiforova, O., Bohomaz, Y., Gusarovs, K. A Comparison of the Implementation 

Means for Development of Modelling Tool. In: Proceedings of the 2017 International 

Conference on Wireless Technologies, Embedded and Intelligent Systems (WITS 

2017), 2017, pp. 1‒6. Available from: doi:10.1109/WITS.2017.7934623. 

(Contribution ~20 %). *† 

3. Nikiforova, O., El Marzouki, N., Gusarovs, K., Vangheluwe, H., Bures, T., Al-Ali, R., 

Iacono, M., Esquivel, P.O., Leon, F. The Two-Hemisphere Modelling Approach to the 

Composition of Cyber-Physical Systems. In: In Proceedings of the 12th International 

Conference on Software Technologies. Portugal: SciTePress, 2017, pp. 286‒293. 

ISBN 978-989-758-262-2. Available from: doi:10.5220/0006424902860293. 

(Contribution ~10 %). *† 

4. Nikiforova, O., Gorbiks, O., Gusarovs, K., Ahilcenoka, D., Bajovs, A., Kozacenko, L., 

Skindere, N., Ungurs, D. Development of BrainTool for Generation of UML 

Diagrams from the Two-hemisphere Model Based on the Two-Hemisphere Model 

Transformation Itself. In: Proceedings of the International Scientific Conference 

“Applied Information and Communication Technologies”. Latvia: LLU, 2013, pp. 

267‒274. ISSN 2255-8586. (Contribution ~20 %). 

5. Nikiforova, O., Gusarovs, K. Comparison of BrainTool to Other UML Modeling and 

Model Transformation Tools. AIP Conference Proceedings, 2017, Volume 1863, No. 

1, id. 330005. Available from: doi:10.1063/1.4992503. (Contribution ~40 %). *† 

6. Nikiforova, O., Gusarovs, K., Gorbiks, O., Pavlova, N. BrainTool. A Tool for 

Generation of the UML Class Diagrams. In: Proceedings of the Seventh International 

Conference on Software Engineering Advances (ICSEA 2012), 2012. Lisbon: IARIA, 

2012, pp. 60‒69. ISBN 9781612082301. (Contribution ~35 %). 
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7. Nikiforova, O., Gusarovs, K., Gorbiks, O., Pavlova, N. Improvement of the Two-

Hemisphere Model-Driven Approach for Generation of the UML Class Diagram. 

Applied Computer Systems, 2013, Volume 14, Issue 1, pp. 19‒30. ISSN 2255-8691. 

Available from: doi:10.2478/acss-2013-0003. (Contribution ~30 %). 

8. Nikiforova, O., Kozacenko, L., Ungurs, D., Ahilcenoka, D., Bajovs, A., Skindere, N., 

Gusarovs, K., Jukss, M. BrainTool v2.0 for Software Modeling in UML. Applied 

Computer Systems, 2015, Volume 16, Issue 1, pp 33‒42. ISSN 2255-8691. Available 

from: doi:10.1515/acss-2014-0011. (Contribution ~10 %). 

9. Nikiforova, O., Kozacenko, L., Ahilcenoka, D., Gusarovs, K., Ungurs, D., Jukss, M. 

Comparison of the Two-Hemisphere Model-Driven Approach to Other Methods for 

Model-Driven Software Development. Applied Computer Systems, 2016, Volume 18, 

Issue 1, pp. 5‒14. ISSN 2255-8691. Available from: doi:10.1515/acss-2015-0013. 

(Contribution ~20 %). 

10. Nikiforova, O., Pavlova, N., Gusarovs, K., Gorbiks, O., Vorotilovs, J., Zaharovs, A., 

Umanovskis, D., Sejans, J. Development of the Tool for Transformation of the Two-

Hemisphere Model to the UML Class Diagram: Technical Solutions and Lessons 

Learned. In: Proceedings of the 5th Internation Scientific Conference “Applied 

Information and Communication Technology 2012”. Latvia: LLU, 2012, pp. 11‒19. 

ISBN 978-9984-48-065-7. (Contribution ~30 %). 

11. Nikiforova, O., Sukovskis, U., Gusarovs, K. Application of the Two-Hemisphere 

Model Supported by BrainTool: Football Game Simulation. AIP Conference 

Proceedings, 2015, Volume 1648, No. 1, id. 310004. Available from: 

doi:10.1063/1.4912557. (Contribution ~25 %). † 

* indexed in SCOPUS, † indexed in Web of Science. 

Structure of the Doctoral Thesis  

The Thesis consists of introduction, seven sections, conclusion, bibliography and five 

appendices.  

Introduction justifies the topicality of the chosen theme, defines the purposes and tasks of 

the Thesis to accomplish that purpose. 

Section 1 covers the two-hemisphere model and provides a short insight into actual 

transformation methods that can be used to obtain different artifacts from it. 

In Section 2, limitations in code generation context of the existing two-hemisphere 

model notation and its transformation rules are analysed. Solutions to the identified 

limitations are described. 

In Section 3, the development of domain-specific language that can be used to define a 

two-hemisphere model is described. The need for such a language is due to necessity to have 

an easy modifiable two-hemisphere model notation. 

An improved class relationship identification algorithm is described in Section 4. This 

algorithm is meant for class set processing. Such an algorithm is needed due to the limitations 

of one of the identified transformation rules. 
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The developed transformation rules are described in Section 5. In the beginning, target 

programming language is selected and intermediate model to be used during transformations 

is defined. Then transformation rules to obtain such a model are described. 

In Section 6, the process of intermediate model transformation to Java code is described. 

To do this, the author defines an example model that contains cases of special tests. 

Transformation result validation is also described in this section along with related work 

analysis. 

Practical approbation of transformation rules is described in Section 7. The system to be 

developed is described, its two-hemisphere model is defined, and necessary modifications to 

code generation algorithm are noted. Finally, the analysis of obtained results is provided. 

Conclusions provide an insight into the research results. 

The Thesis has five appendices. Appendix 1 contains the results of software developer and 

architect survey. Appendix 2 contains business analyst’s survey results. Appendix 3 contains 

the notation of DSL for the two-hemisphere model description. Appendix 4 contains the 

example two-hemisphere model that was used to verify the developed transformation rules, 

while Appendix 6 contains the source code of microcontroller software that was obtained 

during the practical approbation of the proposed method.  
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1. TWO-HEMISPHERE MODEL AND ACTUAL 

TRANSFORMATION RULES 

The name “two-hemisphere model” is chosen based on cognitive psychology view [2], 

when the human brain is considered to have two hemispheres. One of the hemispheres is 

responsible for logic, the second – for concepts. For a human being to function normally, 

coordinated operation of both hemispheres is necessary. Similar principle is applied in the 

two-hemisphere model. It consists of two diagrams – business process diagram on the left 

side of the model and concept diagram on the right. The concept diagram describes data that 

is used in the model.  

Both diagrams are interconnected. It is done by linking concepts from the concept 

diagram to data flows in the business process diagram. Such linking allows not only for model 

interconnection, but also ensures that each and every data flow has a strictly defined data type 

[58]. It is also possible to define the business process performers, that can be system users, 

other systems, or even abstract concepts such as a database. 

 

Fig. 1.1. An example of a two-hemisphere model. 

Figure 1.1 depicts an example of a two-hemisphere model. Here, a process of student 

applying for a course is described. In the beginning, it is necessary to validate the received 

application – if it is not correct, an error message is returned. Then there is checking for the 

possibility to enlist a student (for example, due to the competition). If this is not possible, the 

application is stored in the postponed application database to ensure that the student can be 

notified if there is a possibility to join the course. Also, a notification to the student is fired. 

Otherwise, the student is enlisted to a course and his personal information is stored in the 

enlisted student database. 
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By the time the development of Doctoral Thesis started, several two-hemisphere model 

transformation methods, allowing to obtain different artifacts, have been defined. 

 Research [68] describes a method for UML [90] class diagram generation from a two-

hemisphere model. For the transformation purposes the source model is converted into 

intermediate model, which in turn is used to generate a communication diagram. This 

diagram serves as a source model for the resulting class diagram. 

 Research [62] offers several improvements to the previous transformation method 

with a goal to obtain a more precise class diagram and class specifications. To do this, 

the research authors propose to introduce an additional transformation step, which is 

meant for obtaining additional information. This step is semi-automatic, and its output 

is so-called Matrix of the Required Transitions. 

 Work [65] describes the UML sequence diagram generation from the two-hemisphere 

model. The proposed method is based on the analysis of the business process model 

structure. As a result of transformation, such elements of sequence diagram as actors, 

objects, messages, and parallel execution fragments, are defined.  

 In [63]  the authors for the first time propose an alternative approach to the two-

hemisphere model transformation. The business process diagram is compared to a 

finite-state machine (FSM) [47], [80], [96], and transformations are based on the fact 

that any FSM can be represented as a regular expression. As a result of this 

conversion, the UML sequence diagram containing actors, objects, messages, loops, 

and alternative execution fragments are defined. 

 Research [33] is an improvement of the previous transformation method that aims at 

code generation directly from the two-hemisphere model (without using UML 

diagrams). However, its authors acknowledge several limitations of the proposed 

method. 

 This Doctoral Thesis is based on [34]. The ideas described in [33] and [63] (business 

process model comparison to the FSM and its processing using specialized algorithms) 

are developed further.  
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2. LIMITATIONS OF TWO-HEMISPHERE MODEL FOR 

CODE GENERATION TASK 

By the time when the development of the Doctoral Thesis was started multiple two-

hemisphere model transformation methods have already been defined. These methods 

allowed mainly for a static information (classes, class attributes, methods, and relations) 

generation [66]. It is necessary to note that even the proposed method of UML sequence 

diagram generation [65] is not complete – the authors acknowledge that the method is 

incomplete for sequence diagram fragment generation. So, it is possible to conclude, that the 

existing transformation methods are limited to static artifact production, which in turn means 

that part of the information contained in the source model is not used. 

Since the task of this Thesis is code generation from a two-hemisphere model, it is 

necessary to analyse the target model to understand what information in addition to already 

contained in the source model, software code has. It is also necessary to understand if at least 

part of this information must be appended to the two-hemisphere model notation. If it is so, it 

is possible to conclude, that there is a limitation in the current notation to be mitigated. 

Software code [38] consists of two main parts. 

1. Declarations – programming language constructions, that define one or more 

identifiers and ways of interpreting these identifiers. 

2. Instructions (operations) that define executable actions, their operands, and results. 

Sequence of operation execution defines one or more algorithms, that allow software 

code to produce necessary results. 

The existing rules of the two-hemisphere model transformation allow to turn the concept 

model into a set of classes, which now is enough to define declarations. However, the 

generation of instruction (operation) sequence is done only in the form of UML sequence 

diagram [65]. To produce this information, the existing methods use the initial business 

process model. A simple instruction sequence (without branching) can be generated using the 

current notation of the two-hemisphere model. 

Further analysing the existing transformation methods, it is possible to note that 

transformation results are presented in the so-called rich data model form. The main task of 

any software system can always be reduced to data processing. Software is responsible for 

data input, processing, and data output that can be done in different ways. Object-oriented 

paradigm is based on software component definition in a form of objects. Data is also part of 

software, so object-oriented approach means data definition in object form as well. The 

evolution of object-oriented approach resulted in two data model representations [13], [86] – 

anaemic [21], [23] and rich data modes. The rich data model is based on data and its 

processing logic composition, while the anaemic approach is all about separation of 

concepts – data and logic are different software components that should be also represented as 

such. It is also necessary to note, that the anaemic approach allows easier definition and 

support for Model-View-Controller (MVC) [89] architecture. 

Considering both thoughts expressed by different authors in [21], [23], [49], and the 

author’s own experience in widely used frameworks (for example, Hibernate [35], AngularJS 
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[3], and others), the author of the Thesis concludes, that the anaemic model also has to be 

supported. This is also proven in [86]. It is possible to say, that data (domain objects) in real 

life examples almost never contain any kind of logic – they are meant to represent database 

tables and data transfer objects (input/output). Therefore, the following can be concluded. 

1. Inheritance of domain objects is meant only for an attribute set extension. 

2. Polymorphism is not a common case for data – it is possible to separate different types 

of data by adding necessary attributes with the help of inheritance. 

3. Usually data processing services are meant to support concrete data types, which 

minimizes the necessity for abstraction, encapsulation, and polymorphism in domain 

objects. 

4. Multiple existing data processing frameworks and libraries (for example, widely used 

object-relation mapping framework Hibernate [35]) use the anaemic data model. 

So, it is considered, that the anaemic data model is not an antipattern, and its adoption is 

perfectly permissible in MDSD. 

It is possible to see, that both two-hemisphere model notation as well as its transformation 

rules have limitations, which can make it difficult or impossible to generate code. Table 2.1 

provides a short summary of identified limitations along with mitigation possibilities. 

Table. 2.1 

Existing Two-Hemisphere Model and Transformation Rule Limitations 

Limitation Limitation in Mitigation possibility 

It is not possible to define 

preconditions of process 

execution 

Notation 
Enrich notations with elements that contain such 

information 

In case of multiple outgoing data 

flows it is not possible to define 

if the process produces one or 

multiple of these 

Notation 

It is possible to add information to each outgoing 

data flow in order to define if it is always  produced 

because of the process execution. It is also possible 

to create an object that contains all outgoing data 

flows in the form of its attributes 

Data assigned to data flows is 

limited to a single concept 

 

Notation 

Offer a possibility for data flows to have primitive 

data types, arrays/collections, or even no data 

assigned 

After the class set is generated, it 

is never analysed. As a result, it 

is possible to have repetitions in 

the resulting code. Also, there is a 

possibility that not all class 

relations are defined 

Transformation 

rules 

Define an algorithm for the class set processing to 

define more precise class relations and get rid of 

repetitions 

Transformation rules do not 

support the anaemic data model 

generation [60] 

Transformation 

rules 
Support anaemic data model in code generation 

Sequence diagram generation 

algorithm does not allow for 

different fragment type 

definition, as well as 

preconditions 

Transformation 

rules 

Enrich both model notation and transformation rules 

to support these requirements 
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3. DOMAIN-SPECIFIC LANGUAGE FOR TWO-

HEMISPHERE MODEL DEFINITION 

To improve the limitations identified in the two-hemisphere model notation, it is 

necessary to modify it. Previous research on a two-hemisphere model and its 

transformations was based around two tools that support existing graphical notation 

BrainTool [61] and BrainTool 2.0 [66]. While these tools offer transparent model 

visualisation, its modifications might be costly in case of adding new elements [58], [69]. 

Therefore, in this Thesis it is offered to define a domain-specific language (DSL) to 

represent the two-hemisphere model [31]. 

In contrast to general purpose languages (GPL), domain-specific languages are meant for 

exact problem solving or transparent and precise definition of a concrete business domain 

information [9], [51]. The universality of such languages is diminished in favour of 

expressivity in concrete domain.  

To define a domain-specific language, it is necessary to identify the main elements of a 

problem domain and create its representations using the selected syntax. It is possible to use 

different notations for a DSL definition, for example, XML schema [93] or extended Backus–

Naur form (EBNF) [28]. 

In the case of MDSD domain specific language is often considered to be a graphical 

model [9], [11], [44], [51], [92]. This fact can probably be explained by vast amount of 

purely theoretical research in this area. Only a few of proposed methods are supported by 

tools that allow for an appropriate model definition and transformations – development of 

such a tool can be costly [61], [66] and impose limits on experimentation possibilities [56], 

[58], [61], [69].  

Table. 3.1 

Limitations of Two-Hemisphere Model Notation Solved by DSL 

Limitation Solution using DSL 

It is not possible to define the 

process execution preconditions 

Model notation is enriched with additional elements that allow to define 

the execution precondition of a business process 

In the case of multiple outgoing 

data flows it is not possible to 

define if the process produces one 

or multiple of these 

This limitation is not solved using DSL – it is possible to mitigate the 

solution to the transformations. Since it is possible to generate the code in 

different programming languages, it is possible that some of these 

languages (for example, Python [95]) allow for multiple results 

Data assigned to data flows is 

limited to a single concept 

In DSL it is possible to assign primitive data types, objects, arrays, or data 

collections to the data flow, as well as leave it without assigned data 

 

The syntax of the developed language is described using EBNF, so it is possible to use 

special tools (such as [4], [87]) for the creation of its parser. In the Thesis, ANTLR [4] tool 

that generates Java [41] code is chosen to perform this task. The developed domain-specific 

language not only allows to define the two-hemisphere model, but also enriches its notation 

with new elements and fixes the identified limitations [31]. Short summary on how this is 

achieved is provided in Table 3.1.  
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A simple two-hemisphere model defined using both graphical and DSL notations is shown 

in Figs. 3.1 and 3.2. It is possible to conclude that the definition that is done using DSL 

contains additional information, which in turn can be used during the model transformation. 

 

Fig. 3.1. Graphical notation of a simple two-hemisphere model. 

 

Fig. 3.2. DSL notation of a simple two-hemisphere model. 

  

DEFINE CONCEPT News WITH NAME "News" 

    AND ATTRIBUTE "Title"(String) 

    AND ATTRIBUTE "Body"(String) 

END CONCEPT 

DEFINE PROCESS EnterNews WITH NAME "Enter News" 

    AND PERFORMER "UI" 

    AND TYPE EXTERNAL 

END PROCESS 

DEFINE PROCESS ValidateNews WITH NAME "Validate News" 

END PROCESS 

DEFINE PROCESS SaveNews WITH GUARD "News are valid" AND NAME "Save News" 

    AND PERFORMER "Database" 

    AND TYPE EXTERNAL 

END PROCESS 

DEFINE DATA FLOW EnteredNews FROM EnterNews TO ValidateNews WITH NAME "News" 

    AND PARAMETER "n"(News) 

END DATA FLOW 

DEFINE DATA FLOW ValidatedNews FROM ValidateNews TO SaveNews WITH NAME "Validated 

News" 

    AND PARAMETER "n"(News) 

    AND PARAMETER "Validation Result"(Boolean) 

END DATA FLOW 

DEFINE PROCESS MODEL ValidateAndSaveNews WITH NAME "Validate and save news" 

    AND PROCESS EnterNews 

    AND PROCESS ValidateNews 

    AND PROCESS SaveNews 

END PROCESS MODEL 
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4. ALGORITHM FOR IMPROVED CLASS  

RELATIONSHIP DETECTION  

Researches presented in [55], [57], [59], [67], [69], [70], and others prove that it is 

possible to create transformation rules that define not only classes but also their relationships. 

However, the existing transformation rules define class relationships only by using 

information from the business process model. While this approach is correct, since classes 

that interoperate should be connected by dependency or association relationship [90], other 

relationships (aggregation, realization, generalization) can also require the analysis of 

generated class set. For example, during transformation several classes that share similar 

attributes can be generated. Such classes should become parts of a single class hierarchy [50]. 

In a similar way aggregation detection does not rely on information that is already contained 

in the conceptual model. So, the author defines such requirements for the class relationship 

detection algorithm. 

1. It should be able to process a class set that can be represented in various ways – for 

example, source code classes, or set of UML classes, or differently.  

2. The algorithm should use information on class interoperation and analyse class 

structure – their attributes and methods. 

3. The input of algorithm should contain information on class interoperation as an 

additional parameter. This is required to make the results of this algorithm more 

precise and rely on information contained in the initial business process model as well. 

4. The names of classes and interfaces defined by algorithm should be provided by a 

human instead of being generated automatically. 

The developed algorithm consists of four main steps. During the first step generalization 

and realization relationships are defined. The second step is responsible for aggregations, the 

third step ‒ for dependencies, while the last one defines associations. The input of algorithm 

is a set of classes (where each class has information on its attributes and methods) as well as 

information on class interoperation. The output of algorithm is a class set enriched with class 

relationships. 

During the generalization and realization detection human involvement is necessary. This 

means that this step is performed in a semi-automatic way. In the beginning the input classes 

are analysed to construct the so-called common element table. This table contains information 

on class methods and attributes and allows for class structure comparison and analysis. After 

such a table is defined, a generalization detection loop is started. During each iteration of this 

loop two classes ‒ A and B that share most common elements, are selected from a common 

element table. After that, human analyst is offered four choices. 

1. Convert class A to base class, B – to derived. 

2. Convert class B to base class, A – to derived. 

3. Define new base class S, classes A and B convert to derived from S. 

4. Do nothing. 
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In accordance to the selected action, the resulting class set is enriched with the defined 

class relationships, as well as new classes, if such are defined. 

Realization definitions are performed in a similar manner. A hash table, where key is 

method, value – set of classes that share this method, is defined. By analysing this table, the 

algorithm can offer to define a new interface. In the case when the analyst chooses to proceed 

with definition, the algorithm checks if an interface that is implemented by all the candidate 

classes already exists. If such an interface is not found, a new one is defined and added to the 

result class set. After an appropriate interface has been identified, it is being enriched with a 

method common for all classes. Then, this method is removed from the appropriate class 

definitions.  

Next type of class relationships that is defined by the proposed algorithm is aggregation. It 

is possible to analyse a class set with a goal to identify situations when one class contains the 

other in a form of its attribute. It is also necessary to consider situations when class A, which 

is a base class for class B, contains B as an attribute. In such cases aggregation is not defined, 

since generalization (or realization) relationship is already defined for these two classes. In a 

similar way it is possible that class B, that is derived from class A, contains A as an attribute. 

Once again, in such a case aggregation relationship will not be defined. 

To define dependency relationships both class method definitions and information on 

class interoperation is utilised. So, this step of algorithm consists of two sub-steps. During the 

first sub-step method parameters and their return types are being analysed. After that the 

algorithm checks information on class interoperation. When it is possible to define the 

dependency relationship, it is necessary to check if there is no previously defined relationship 

between appropriate classes. Generalization, realization, and aggregations relationships are 

more “important” than dependency.  

During association detection already identified dependencies are analysed. If several 

dependencies exist between two classes, these dependencies are replaced with association 

relationship. 

In the Doctoral Thesis an example of algorithm operation is provided. In this example 

input is a class set that contains no class relationships. As a result of algorithm execution, a 

fully connected class set is obtained. The developed class relationship detection algorithm can 

be used not only for the two-hemisphere model transformation but also serve other purposes – 

for example, refactoring [24]. It is also possible to use it alongside other model-driven 

approaches. 
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5. CODE GENERATION FROM TWO-HEMISPHERE MODEL 

5.1. Selection of Target Programming Language  

To select a target programming language both information on its usage [88] as well as 

requirements for it to be strictly-typed and general-purpose language were defined. An 

example of widely used non-GPL language is SQL [39]. Cross platform capabilities and 

garbage collected memory management were also considered. As a result, Java [41] was 

selected as a target language. 

5.2. Code Generation Strategy Definition 

It is offered to perform the two-hemisphere model transformation process in several steps. 

1. In the beginning it is necessary to define resulting data structures. 

2. Then information from the business process model is processed to obtain the 

signatures of methods (or functions being generated). 

3. Using previously created definitions it is possible to define a so-called workflow that 

describes the execution sequence and preconditions for the appropriate 

methods/functions. 

4. Generation of the source code. 

To support such a process, an intermediate model is used [32]. After execution of steps 1‒

3 a representation of source code that can be converted to the selected programming language 

is obtained. By doing so, it is possible to modify only the last transformation step for the new 

target programming language support. The business process model is converted to a workflow 

that is defined using an assembler-like [78] language (described in Table. 5.1). Figure 5.1 

provides an example of Java code, while Fig. 5.2 contains the same code fragment, but 

defined using the proposed approach. 

Table. 5.1 

Intermediate Model Instructions 

Instruction Description Examples 

Label<Name> Label placement Label<1> 

Var<Id, Name, Type> Variable definition Var<1, S, String> 

Invoke<Method, Inputs, 

Output?> 
Method/process execution 

Invoke<fn, [a, b, c], d> 

Invoke<doNothing, []> 

GetField<Object, Field, 

Target> 

Storing object attribute into 

a variable 
GetField<Obj, left, x> 

PutField<Object, Field, 

Source> 

Storing variable into an 

object attribute 
PutField<Obj, left, x> 

Jump<Label> Unconditional branching Jump<Label1> 

Check<Var, Guard> Condition check Check<cond, “X > 0”> 

JumpIf<Var, Label> 

JumpIfNot<Var, Label> 
Conditional branching 

JumpIf< cond, Label1> 

JumpIfNot<cond, Label2> 

Return<Var?> 
Return of a method/process 

execution result 

Return 

Return<x> 
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Fig. 5.1. Java code example. 

 

Fig. 5.2. Source code representation. 

5.3. Minimization of a Business Process Diagram 

To be able to transform the business process diagram (which is an oriented multigraph 

with circles [20]) to a sequence of instructions, it is necessary to process it by changing the 

graph structure. Research [63] offers to consider the business process diagram graph to be a 

finite state machine [47], [80], [96] to support such a transformation. This allows to apply 

algorithms meant for FSM processing to the business process diagram. 

Each business process from the business process diagram is converted into a so-called 

method signature shown in Fig. 5.3. This signature consists of a process name, information on 

incoming and outgoing data flows, as well as process execution precondition.  

 

 

Fig. 5.3. Method signature definition with execution precondition. 

After the method signatures are defined, it is possible to perform the first transformation 

of the business process diagram. As a result, a so-called process invocation graph is 

generated. Such a graph is similar to the functional model described in [27]. It also 

corresponds to the source process diagram with a few modifications. 

1. Edges of a graph are converted to the connecting elements that are used to define all 

the possible process execution sequences. They do not correspond to data flows any 

more. Business processes, in turn, are replaced with appropriate method signatures. 

2. Initial and terminal vertex that define according system states, are appended to a 

graph. All the external processes are connected to these vertices. 

int i = rand(); 

while (i > 0) { 

    System.out.println(i); 

    i -= 2; 

} 

     

   

 

 
Var<1, i, int> 

Var<2, b, boolean> 

Invoke<rand, [], 1> 

Label<L1> 

Check<2, "i > 0"> 

JumpIf<2, L2> 

Invoke<System.out.println, [i], ∅> 
Label<L2> 

Return<∅> 

class MethodSignature { 

 const BusinessProcess process; 

 const Set<DataFlow> parameters; 

 const Set<DataFlow> outputs; 

 String guard; 

} 
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Figure 5.4 contains a fragment of the process invocation graph that describes two 

sequential process executions. 

1. P1 receives a and b as parameters and returns c as a result. 

2. P2 receives c as a parameter returning d and e as a result. 

 

Fig. 5.4. Process invocation graph fragment. 

These two processes are connected with a single edge, which in turn means, that only one 

execution sequence is possible – P1 → P2. In this case it is possible to merge both vertices 

into a new one, that will contain both process executions. Such a vertex is shown in Fig. 5.5. 

 

Fig. 5.5. Result of vertex merge. 

 

Fig. 5.6. Loop replacement. 

It is possible to see that by merging two vertices a new one, containing information about 

two processes and its execution sequence, was created. Such merging allows both to reduce 

the number of vertices and graph as well as include information on multiple processes into a 

single vertex. 

Other possible ways to merge the information on multiple processes were identified. By 

applying these merges it is possible to reduce the graph to a state when it consists of only one 

vertex. This vertex, in turn, will contain all the information present in graph initially. The 

content of such a vertex is a linear structure that corresponds to the target model – source 
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code. So, it is necessary to define multiple graph processing algorithms that  modify its 

structure keeping the information contained. It is possible to define two kinds of such 

algorithms. 

The first type of graph minimization algorithm is meant for loop processing. Application 

of these algorithms is shown in Fig. 5.6. In the beginning, all the loops in the graph are 

identified by using Tarjan’s [84] and Johnson’s [43] algorithms. Then each loop is replaced 

with a new process invocation graph that contains all the replaced vertices. Two additional 

vertex types are defined: 

 LE: from – loop entry point (loop execution can begin from this vertex); 

 LB: to – loop exit point (it is possible to break the loop execution from this vertex). 

After loop replacement it is possible to transform each of the new graphs and put the 

transformation results back into the initial graph. When doing this, it is necessary to consider 

some additional rules. 

1. If there are multiple paths between vertices A and B, some of which contain only loop 

entry or exit points, then it is possible to merge these paths by creating a new subgraph 

that will contain these vertices as a sequence. This subgraph is then placed before 

vertex B. (Fig. 5.7). 

2. By analysing vertices before and after the loop, it is possible to reorder and possibly 

remove redundant loop entry and exit points. Also, multiple identical sequential 

entry/exist points can be reduced to one (Fig. 5.8). 

 

Fig. 5.7. Processing of alternative loop entry and exit points. 

 

Fig. 5.8. Loop entry and exit point processing. 

Other processing algorithms, that are defined in the Doctoral Thesis, are presented in 

Table 5.2.  
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Table. 5.2 

Process Invocation Graph Transformations 

Name Transformation 

Circle 

replacement 

 

 

Removal of 

duplicate 

edges 

 

 

Sequential 

vertex 

merging 

 

 

Disjunction 

definition 

 

 

Loop 

condition 

definition 

 

 

Sequence 

condition 

definition 

 

 

 

 

To verify the defined graph processing algorithms, a total of 10 000 experiments were 

conducted. During these experiments randomly generated graphs consisting of different 

vertex count (from 10 to 100) were processed by the proposed algorithm set. Such graphs 

were generated with several additional requirements: 

 graph had to contain at least one circle; 

 graph had to contain at least one cycle; 

 at least 10 % of the graph vertices had to be connected with multiple other vertices – 

both by incoming and outcoming edges; 

 graph had to contain at least one start and one end vertex (that denote the first and last 

processes). In addition, each of the end vertices had to be reachable from at least one 

of the start vertices. Also, between each start and end vertex at least one path had to 

exist; 

 graph had to be weakly connected. 



25 

All the graphs generated during the experimentation were successfully minimized. So, it is 

considered that the proposed algorithms are able to handle the minimization of process 

invocation graph. 

5.4. Processing of Minimized Process Invocation Graph 

 

Fig. 5.9. Instruction generation. 

As a result of process invocation graph minimization, a single vertex containing all the 

information on the initial graph is obtained. It is possible to see that this information is 

already defined in a sequential way – vertex content is created during the merging of other 

vertices. Also, for each process in a source business process model a method signature exists. 

At this moment it is still unclear to which class should each method belong, however, method 

parameters and results are already defined. 

After each process invocation it is possible to get one or more results, which, in turn, 

means that the method corresponding to the appropriate process might return one or more 

concepts or primitive data types. There are programming languages that allow for multiple 

function generateInstructions(seq): 

 for el in seq: 

if el in labelMap: 

   instructions += labelMap[el] 

  if el.hasGuard: 

   var = variableMap[el] 

   instructions += Check<var, el.guard> 

  if el in jumpMap: 

   instructions += jumpMap[el] 

  if el is ProcessInvocation: 

   process = processMapping[el.process] 

   params = [] 

   for df in process.inputs: 

    for p in df.parameters: 

     key = (d, p) 

     var = variableMap[key][1] 

     params += var      

   resultingValues = [] 

   for df in process.outputs: 

    for p in df.parameters: 

     resultingValues += (df, p.type, p.name)   

   resultVar = null 

   additionalInstructions = [] 

   if resultingValues.size == 1: 

    key = (resultingValues[0][0],  

resultingValues[0][1]) 

    resultVar = variableMap[key][1] 

   else if resultingValues.size != 0: 

    resultVar = variableMap[el.process][1] 

    for rv in resultingValues: 

     key = (rv[0], rv[1]) 

     var = variableMap[key][1] 

     attr = (rv[2], rv[1]) 

     additionalInstructions  

+= GetField<resultVar, attr, var> 

   instructions += Invoke<process, params, resultVar?> 

   for ai in additionalInstructions: 

    instructions += ai  

  if el.hasChildren: 

   generateInstructions(el.children) 
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returns – directly (for example, Python [95], Ruby [77]) or by using method/function 

parameters (for example, C [76], C++ [81], C# [12]). However, other languages would require 

special approach, such as an additional class introduction to collect the invocation results. So, 

to achieve maximal universality of the proposed transformation, the author decides to define 

the so-called result classes, which will contain multiple outputs as attributes. 

Minimized process invocation graph can be converted to the instruction sequence by 

performing the following in the first place: 

 define variables to be used during instruction execution;  

 define labels to mark branching points; 

 define branching possibilities; 

 define result classes. 

After these steps are performed, it is possible to generate instructions by processing the 

contents of minimized graph’s single vertex. The algorithm responsible for instruction 

sequence creation is presented in Fig. 5.9. 
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6. EVALUATION OF CODE GENERATION ALGORITHM 

6.1. Validation of Algorithm Execution Results 

To make sure that the generated instruction sequence correctly corresponds to the source 

model, it is necessary to perform algorithm execution results validation. It can be done in  

multiple ways – for example, one can compare the code produced by the algorithm to the 

code produced by a human developer. It is also possible to analyse the generated instruction 

sequence. Other validation techniques might exist, but in this Thesis, the one based on 

comparison of two graphs is selected. The first graph in this comparison is the process 

invocation graph that fully corresponds to the initial business process model. The second 

graph can be created from the generated instruction sequence, and it is called transformation 

validation graph. 

To create a transformation validation graph, it is necessary to analyse the instruction 

sequence. During this analysis graph vertices that are either process invocation instructions or 

labels are defined. After vertices are created, it is possible to define validation graph edges, 

which, in turn, are possible execution flows – if process B is executed after process A, then 

edge A → B is added to the graph. Branching instructions are processed in a similar way – if 

branching to the label is possible X, then an appropriate edge is added. As a result, the graph 

containing information on all possible process invocation sequences is created. It is possible 

to see that such graph should correspond to the initial process invocation graph. If initial 

graph contains vertices A and B, and between these vertices only two possible paths – A → C → 

B and A → D → B exist, then both vertices should be present in a validation graph. Also, both 

paths should be possible (with no additional ones). If these conditions are not met, 

transformation is unsuccessful.  

When comparing both graphs, it is necessary to remember that the validation graph 

contains additional vertices that correspond to labels. So, it is not possible to perform such a 

comparison in a primitive way – by trying to find a corresponding edge in a validation graph 

for each initial graph’s edge. It is necessary to check if the path between appropriate vertices 

exists. It is also necessary to make sure that this path consists only of both vertices and, 

possibly, labels. If the found path contains additional process, transformation is unsuccessful. 

So, it is necessary to solve two tasks. To check if a path exists between two graph vertices, 

it is possible to use Floyd–Warshall algorithm [22], Iterative Deepening Depth-First Search 

(IDDFS) [46] or other algorithms. 

When it is confirmed that the path exists between two validation graph vertices, it is 

necessary to analyse if this path consist only of both processes and, possibly, labels. To solve 

this task, it is possible to use backtracking [45] approach, which allows to identify if only the 

allowed vertices exist in the path being analysed. 

After solving both tasks – path existence check and its validation – it is possible to define 

a validation algorithm that compares the process invocation graph to process validation graph 

in order to verify that all the information that was contained in the initial model was kept after 
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the transformation had finished. Such an algorithm should analyse the edges of the process 

invocation graph in the following way: 

 if the transformation validation graph does not contain appropriate edge’s source or 

target vertex, transformation is unsuccessful; 

 if transformation validation graph does not contain a path between the edge’s source 

and target vertex, transformation is unsuccessful. 

 if the aforementioned path contains not only labels, transformation is unsuccessful. 

In the case when all the process invocation graph edges were analysed and no 

aforementioned errors were found the transformation was successful.  

6.2. Java Code Generation From Instruction Sequence 

After the instruction sequence is generated, it is possible to use it to obtain a software 

code. In the Doctoral Thesis one of the possible Java [41] code generation approaches is 

described. 

Java programming language is compiled into a so-called bytecode. So, it should be 

possible to replace each of the generated instructions with one or more Java bytecode 

elements. This should lead to the same result as the Java code compilation. However, in this 

case the compiled Java classes are generated instead of code. 

However, it is possible to use bytecode to obtain the source code. The Java bytecode is 

relatively simple in comparison to a typical assembly language. For example, the Java byte 

code consists of ~200 instructions [16], while the assembly language for Intel CPUs consists 

of ~2000 instructions [37]. As a result, it is possible to decompile the Java bytecode to 

convert it to initial source code. 

Decompilation is one of the reverse engineering approaches, which is meant to obtain an 

initial source code from the compiled artifacts [19]. In a broader sense, it is an initial 

knowledge or initial artifact extraction process from everything manmade. In the beginning 

reverse engineering and decompilation seems illegal, since it might lead to copyright 

infringement. However, it is possible to see that many valid examples of legal reverse 

engineering exist. 

 It might be necessary to fix the defects in a software developed some time ago, when 

initial source code is no longer available. 

 Necessity for the reverse engineering can also occur if it is necessary to extract 

information from the software artifact (cryptographic keys as an example). Of course, 

to keep the process legal, such artifacts should be self-developed and without available 

source code. 

 Yet another example of a legal reverse engineering is the analysis of computer viruses 

performed by antiviral software developers to understand how malware works, and 

what actions should be taken for threat neutralization.  

It is possible to find even more examples, however, in this Thesis, decompilation 

possibilities are utilised to obtain source code from the generated instruction sequence. 
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To have a decompilable artifact, it is necessary to create a binary Java class that 

corresponds to the generated instruction sequence. Since the defined instructions were already 

based on Java bytecode [32], it is possible to define simple rules for its conversion into 

bytecode elements. Each of the instruction used corresponds to the sequence of Java bytecode 

elements. This information is presented in Table 6.1. Here, only instructions that are 

necessary for code generation, are presented.  

Table. 6.1 

Instruction Mapping to Java Bytecode  

Instruction Java bytecode 

Label<Name> 
In the case of bytecode, offsets from method start are 

used as labels [15] 

Var<Id, Name, Type> 
Specific instructions do not exist. Variable tables are 

used instead [15] 

GetField<Object, Field, Target> 

ALOAD Object 

GETFIELD Field 

ASTORE Target 

Invoke<Method, Inputs, Output?> 

ALOAD 0 

∀ v ∈ Inputs: ALOAD v 
INVOKESPECIAL Method … 

If the method returns one or more results: 
ASTORE Output 

In case the object is returned, it is necessary to 

decompose this object into local variables: 
∀ f ∈ Output.fields:  
 ALOAD Output 

 GETFIELD f 

 ASTORE var 

Jump<Label> GOTO Label 

Check<Var, Guard> 

Method invocation preconditions are defined in a free 

language, so it is necessary to insert an appropriate 

comment into the code. This comment should help to 

define appropriate condition later. Java bytecode does 

not contain comments, so it is proposed to use 

valueOf() method of Boolean class to process such 

cases: 
LDC Guard 

INVOKESTATIC Boolean.valueOf 

ISTORE Var 

JumpIf<Var, Label> 

Two steps are necessary. The first one is variable 

loading: 
ILOAD Var 

Then, conditional branching is performed: 
IFEQ Label 

JumpIfNot<Var, Label> 
ILOAD Var 

IFNE Label 

Return<Var?> 

If Var is defined, it is necessary to load it: 
ALOAD Var 

And return it: 
ARETURN 

Otherwise, simple method return is used: 
RETURN 

 

 

 

 



30 

To convert instructions to bytecode elements, ASM [5] library is used. 

After the bytecode is generated, it is possible to decompile it obtaining Java source code. 

To do so, a special software called decompiler is needed. In the case of Java multiple 

decompilers research [30] was dedicated to the comparison of four such programs ‒ JAD 

[42], CFR [14], Procyon [52], and FernFlower [26]. As a result, Procyon decompiler was 

selected to perform initial source code obtaining. 

After the decompilation is performed, it is possible to combine its results with process 

invocation result classes as well as with the classes that have been generated from concepts. 

As a result, a set of classes is created containing both domain classes as well as the class 

implementing business logic. It is possible to process this class set with an improved class 

relationship detection algorithm. 

A resulting source code is generated according to anaemic data model defined principles – 

data (domain objects) is separated from its processing logic [21], [23], [49]. Based on his 

experience in a software development, the author concludes that such a code is more suitable 

for the modern enterprise system development. However, anaemic data model is not only a 

possible variant of the produced code – during the transformations method, signatures and 

business logic supporting code is generated. So, it is possible to combine this information 

with already generated domain classes (for example, using the approach from [61] or [66]) to 

produce a rich data model. 

6.3. Related Work 

An analysis on related work was also performed during the Thesis development. 

Researches, that utilize state diagrams as a source model, were reviewed. Such researches 

were selected due to the fact that the proposed algorithm processes similar data structure, as 

well as the fact, that UML class, sequence and activity diagrams can be transformed into a 

source code by using simplified rules, since these diagrams already describe ready solutions. 

During the Thesis development, researches [7], [53], [83], [91] were analysed. All these 

works propose methods that are meant to produce a correct executable code. Also, their 

authors usually set an additional goal to generate minimal amount of source code with 

maximal performance. This is achieved by using different state machine representations, 

utilizing multithread data processing, as well as minimizing the size of executable code. 

While this allows the research authors to complete the defined goal, it also leads to a code that 

might be hardly readable or maintainable. So, it can be concluded that the methods of 

analysed researches are weakly suited for the MDSD support. 

Also, researches focusing on intermediate models for code generation were analysed. In 

[48], [72], [94], it is possible to see, that the proposed methods usually define object-oriented 

languages as a target. The intermediate model proposed in this Thesis, in contrast, is not 

language paradigm-dependent, which is shown in the next section by generating a procedural 

code.  
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6.4. Code Generation Algorithm Evaluation Results 

As it is demonstrated, the proposed code generation algorithm allows code generation 

from an intermediate model. The intermediate model, in turn, is produced from the source 

model – two-hemisphere model. To validate the correctness of such a transformation, the 

author of the Thesis also proposed a transformation validation algorithm, which compares the 

produced intermediate model to a source model. 

To generate the source code in selected programming language, decompilation approach 

was chosen [19]. To achieve this, intermediate model instructions are converted into Java 

Virtual Machine (JVM) [16] instructions, that are later used as a source model for the code 

Java code generation. The fact that the produced byte code can be correctly decompiled also 

serves as proof for the transformation rule correctness. 

In the Doctoral Thesis an example that was created to contain multiple cases that require 

special processing (for example, loops with multiple entry and exit points, branching, data 

flow without assigned concepts) is used to test the proposed transformation rules. As a result, 

a source two-hemisphere model is converted into a correct Java code that can be further 

modified. 

In this section a related work is also described noting main limitations of the proposed 

methods – its authors mainly use UML [90] as a source model and object-oriented languages 

as a target. The studies proposing methods for a code generated from state diagrams also use 

different state machine representations and optimizations producing code, that is hard to read 

and maintain. No attempts to generate a different kind of source code were proposed. 
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7. PRACTICAL APPLICATION OF THE THESIS RESULTS 

During the development of the Doctoral Thesis its author was offered to develop a 

program for a PIC18F45Q10 [73] microcontroller. Together with the customer it was decided 

to apply the approach described in the Thesis and define a two-hemisphere model for the 

developed system. Later that model was used to generate the system source code. Electric 

guitar effects are devices used to modify the sound of electric guitar [36], for example, add 

echo or modify the audio signal in other way. 

 

Fig. 7.1. Electric guitar effect switching system. 

The switching system allows for a so-called effect loop creation. These loops can be used 

for multiple effect commutation by including them into the signal path or excluding from it. 

The signal path begins with an electric guitar and ends with an amplifier. It is possible to have 

multiple effects in it. Figure 7.1 shows two different situations. On the left side of the figure, 

all the effects are excluded, while on the right, effects 1 and 3 are processing the signal. Of 

course, it is possible to define other signal paths as well. Microcontroller is responsible for 

effect commutation and allows to create presets with a defined signal path. These presets can 

be saved and reused. 

Microcontroller software is defined using C programming language [40], [76], so it was 

necessary to modify the code generation algorithm. However, the amount of necessary 

modifications was minimal, which proves the fact that the proposed method is not limited 

with object-oriented code generation. 

So, the proposed method was also used in practice, and its author’s experience during 

interoperation with the customer proves that it can also be used in a larger project 

development. 
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CONCLUSIONS AND RESULTS 

In the Doctoral Thesis code generation from the source model in context of MDSD is 

described. Code generation itself was widely used from 1980s to serve different purposes (for 

example, in integrated development environments – IDEs), however, in model driven 

software development it is not only a supporting tool but also a core technique. If it is possible 

to produce a code from the source model that is both understandable to software developers 

and problem area experts, then it is possible to consider a full MDSD support. In the Thesis, 

notations of the different source models are analysed and the appropriate one is selected. The 

selected model can already be used in MDSD context on different levels of abstraction, and in 

this work, it is modified to support the code generation task to support the model-driven 

approach on other not yet covered levels. During the development of the Thesis, all tasks 

were successfully accomplished. 

1. An analysis of two-hemisphere model advantages and limitations in code generation 

context was performed. Several limitations to be fixed in this context were identified. 

For all the identified limitations solutions were offered thus supporting further work. 

2. A target programming language was selected based on but not limited to the TIOBE 

programming language popularity rating. As a result, the Java programming language 

was chosen. 

3. Transformation rules allowing code generation from the two-hemisphere model were 

developed. These rules use an intermediate model for code generation, so it is possible 

to support not only the object-oriented paradigm, which was also proven practically.  

4. A validation methodology to verify the correctness of transformations was developed. 

This methodology is based on the source model and transformation result comparison. 

5. By utilizing the proposed approach, a software for an electric guitar effect switching 

system was developed. This allowed to approbate the method practically as well. 

The main result of the Doctoral Thesis is the proposed algorithm that is used to generate 

a source code from the two-hemisphere model. In the Thesis, Java code generation is 

described, however, the algorithm itself is defined in a general way and allows for the code 

generation in different programming languages that are not limited to the object-oriented 

ones. To achieve this, an intermediate model based on a special instruction set is used. 

An additional result, which was not a part of the initial task definition, was achieved. 

However, without it the definition of the algorithm would not be possible. This result is a 

modernization of the two-hemisphere model. To solve the limitations in the current notation, 

additional elements to be added to it are proposed.  

In general, it can be considered that the results of the Doctoral Thesis are as follows. 

1. A two-hemisphere model was improved and enriched with additional elements. 

2. Two-hemisphere model transformation rules in a form of pseudocode were defined. 

3. An intermediate model for code generation support was developed. This model can 

also be used along with other MDSD methods.  
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4. An improved class relationship detection algorithm was defined. This algorithm can 

also serve for different purposes outside of the research scope. For example, it should 

be possible to use it for code analysis and refactoring. 

5. The proposed method was also approbated in the practical task solving for a software 

system development. 

Based on the research conducted during the Thesis development and the achieved results 

it is possible to conclude the following. 

1. While in the context of MDSD the UML language is used to define the source model, 

the author of the Thesis based on the performed analysis and survey considers that it is 

not well suited for an initial input to the code generation algorithm. This can be 

explained by the fact that UML is meant to describe existing solutions and can be 

poorly understood by the business area experts.  

2. The two-hemisphere model can be read and understood by both the software 

developers as well as other stakeholders (it was proven during practical application of 

the proposed method – the customer himself could define the model with minimal 

assistance). It means that such a model can be used as a source model in the MDSD 

area. 

3. The two-hemisphere model can be used not only to produce UML diagrams but also 

the software code. 

4. Additional results, i.e., a class relationship detection algorithm and intermediate model 

for code generation, were also produced during the Thesis development. It is possible 

to use these not only for the two-hemisphere model transformation but also in 

conjunction with other source models as well. It is also possible to note that an 

intermediate model allows for a non-object-oriented code as well. 

5. Based on the research performed during the Thesis development, the proposed 

improvements both to the model notation and its transformation rules, it is possible to 

further enrich two-hemisphere model transformation algorithms or to develop a tool 

for its support. 

So, by modifying the existing two-hemisphere model notation and adapting it to support 

the code generation it was possible to define the transformation rules that can be now 

enclosed into a supporting tool to allow wider adoption in the enterprise. The proposed 

transformation rules themselves allow for a software code generation from a model that can 

be read and understood by problem area experts. The results of this research can be useful for 

a wide range of specialists both in enterprise, as well as in MDSD research area. 
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