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ACRONYMS

ACF autocorrelation function

ACM adaptive coding and modulation

ADC analog-to-digital converter

AWGN additive white Gaussian noise

CMA constant modulus algorithm

DAC digital-to-analog converter

DAMA decision adjusted modulus algorithm

EDAMA enhanced decision-adjusted modulus algorithm

ETSI European Telecommunications Standards Institute

FCC Federal Communications Commission

FPGA field-programmable gate array

IP intellectual property

ISI inter-symbol interference

MIMO multiple-input and multiple-output

OFDM orthogonal frequency-division multiplexing

PAPR peak-to-average power ratio

PDF probability density function

PDM polarization-division multiplexing

PSAM pilot symbol assisted modulation

QAM quadrature amplitude modulation

VHDL VHSIC hardware description language

VHSIC very high speed integrated circuit

WSSUS wide-sense stationary uncorrelated scattering

XPIC cross-polarization interference canceling
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INTRODUCTION

Rationale

Quadrature amplitude modulation (QAM) is a common signal forming method in modern wireless
data transmission systems. Moreover, the QAM approach underlies many communication technolo-
gies, e.g., orthogonal frequency-division multiplexing (OFDM), multiple-input and multiple-output
(MIMO), and polarization-division multiplexing (PDM). This work considers mitigation of multi-
path phenomenon—QAM signal propagation effect that significantly degrades receiving quality if
not handled. Usually, compensation is performed with the help of an equalizer, a filter with ad-
justable coefficients.

Techniques such as training sequence transmission, low order modulation usage, adaptive coding
and modulation (ACM) involvement in the acquisition process, and predefined symbols interleav-
ing with user traffic (in pilot symbol assisted modulation (PSAM)) are typically used to adjust the
equalizer. However, these methods either require a service channel and full-duplex link or reduce
capacity.

Blind adjustment is an alternative solution to the problem. It does not require predefined symbol
transmission and thus does not have the drawbacks of the methods described above. The most com-
mon algorithm of this group of equalization approaches, constant modulus algorithm (CMA), was
laid down in [1], [2]. It is characterized by good convergence properties but a high residual error
level. There are groups of publications that aim to eliminate this shortcoming: using multiple disper-
sion constants [3], [4], processing the received symbol’s real and imaginary parts separately [5]–[7],
applying multiple-mode algorithms [8]–[15], or joining several approaches [16], [17].

Extensions to blind alignment algorithms are used to minimize the peak-to-average power ra-
tio (PAPR) problem and recover carrier in OFDM [18]–[20], suppressing inter-source interference
in MIMO [21]–[23], cross-polarization interference canceling (XPIC) [24]–[26], beam separations
in phased antenna arrays in massive MIMO [27]–[31], and joint equalization and timing or carrier
recovery [32], [33].

Although there are many blind equalization algorithms, their limitations make them an optimal
signal processing tool only in particular operating requirements. The field of blind alignment requires
an approach to form an algorithm suitable for given working conditions. A generalized CMA-like
algorithm, which is the purpose of this Doctoral Thesis, might also be applied in the cases described
above.

The Objective Statement and the Tasks

The objective of this Doctoral Thesis is the generalization of existing CMA-like algorithms and the
development of a blind equalization technique that will ensure performance for the defined operating
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conditions. The following tasks are stated to achieve the previously defined objectives:
• Description of the utilized multipath channel and QAM-based communication system.
• Exploration of popular blind equalization algorithms with the fixation of their drawbacks.
• Suggestion of a new algorithm to minimize misadjustment probability.
• Generalization of the proposed algorithm to ensure its operation in dual and multiple modes.
• Establishment of the ”Stop-and-Go” concept for switching between modes.
• Field-programmable gate array (FPGA) implementation of the equalizer tuned by the pro-

posed algorithm and its incorporation into QAM modem and field measurements.

The Subject and the Object of the Research

The object of this research is a baseband of a QAM communication system. Regarding our research,
it consists of signal forming part, baseband model of a multipath channel with additive white Gaus-
sian noise (AWGN), and QAM receiver (contains matched filter, a gain control system, and timing
recovery, equalization system, and the received symbol estimating block).

The subject of this research is the blind equalization algorithm. The purpose of this mechanism
is an adjustment of the equalizer taps. Typically, it is a structure that performs analysis of current
equalizer output, estimates the algorithm cost function, and evaluates the current vector of increments
for equalizer taps coefficients.

Research Methodology

The current Doctoral Thesis adapts several engineering projects; thus, the research methodology is
conditioned by a set of technical tasks. The following incremental steps have made development
from the initial idea to the final algorithm:

• Exploration of existing solutions limits and drawbacks.
• Specification of terms of reference for a developing method.
• Formulation of an idea whose implementation can fulfill the terms.
• Analytical exploration of the idea and confirmation of its productivity.
• Implementation in script language for rapid prototyping (Matlab or Python) and simulation.
• Numerical Monte Carlo verification of the convergence properties and residual error levels.
• Implementation in a hardware description language (VHDL) and solution incorporation into

the existing scheme.
• Field experiments and verification, whether the proposed method is consistent and meets the

requirements.
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Scientific Novelty and Main Results

Original ideas that form the overall scientific contribution provided by this research appeared in
separate publications and are described for the first time in the body of this document:

• The minimization of detection error probability was used to optimize the cost function of a
blind equalization algorithm.

• A cost function, which is dependent on the residual level of inter-symbol interference (ISI) at
the output of the equalizer, is utilized in an algorithm of blind equalization.

• The grouping of constellation points in the cost function of the blind equalization algorithm
is used for the definition of initial limit values of ISI.

• Grouping constellation points in the cost function of a blind equalization algorithm is used to
minimize misadjustment probability in the case of high order modulation and high interference
level.

• The stop-and-go algorithm is used to switch to a smoother equalization algorithm.
The list below outlines the main practical results of this research:

• A probability-based enhancement for decision adjusted modulus algorithm (DAMA) that sig-
nificantly increases its acquisition ability and convergence speed has been proposed.

• An algorithm for blind adjustment of the equalizer that guarantees the maximum limiting
probability of detection error for a given initial ISI has been proposed.

• A multiple-mode blind equalization algorithm with a parametric constellation-based cost
function is proposed.

• An approach to synthesizing blind alignment algorithms that satisfy the receiving conditions
is proposed.

The Theses to be Defended

1. Applying of the enhanced decision-adjusted modulus algorithm instead of the constant mod-
ulus algorithm for the blind equalization of a QAM signal ensures zero-dispersion residual
error in the case of equalizer impulse response adjusted so that its convolution with the chan-
nel impulse response produces delta-function.

2. The usage of optimal symbol detection thresholds in the enhanced decision adjusted modulus
algorithm (DAMA) allows decreasing the number of the equalizer coefficients misadjustment
events compared to the ordinary DAMA algorithm.

3. Grouping the QAM constellation points in the case of inter-symbol interference (ISI) induced
signal dispersion equal to or higher than signal dispersion without ISI allows decreasing the
number of the equalizer coefficients misadjustment events and thus increases equalizer con-
vergence probability.

4. The gradual switching of the QAM constellation point grouping algorithms introduces the up-
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per limit of the detection error probability in the blind decision-directed equalizer coefficients
adjustment.

The Approbation and Practical Significance

The equalizer as an intellectual property (IP) core has been implemented in VHSIC hardware de-
scription language (VHDL) and afterwards incorporated in a working QAM modem in FPGA. Field
measurements have been performed, as well as modem and equalizer compliance with European
Telecommunications Standards Institute (ETSI) and Federal Communications Commission (FCC)
standards has been tested with a positive result. Latvian JSC ”SAF Tehnika” has experience in the
serial production of this device. When writing this Thesis, devices using the proposed blind equal-
ization technique are deployed in the US, the EU, and some Asian countries and provide microwave
links.

The following list enumerates publications that reflect the most important ideas of this Thesis
(three less significant publications are listed in the Bibliography [34]–[36]):
[37] S. Šarkovskis et al. “Encoder Improvement for Simple Amplitude Fully Parallel Classifiers

Based on Grey Codes.” In: Procedia Engineering 178 (2017), pp. 604–614. ISSN: 18777058.
DOI: 10.1016/j.proeng.2017.01.119

[38] D. Kolosovs, A. Zelenkov, and A. Jersovs. “Enhanced Decision Adjusted Modulus Algorithm
for Blind Equalization.” In: Procedia Computer Science 104 (2017), pp. 429–436. ISSN:
18770509. DOI: 10.1016/j.procs.2017.01.156

[39] D. Kolosovs. “A Generalization of the Enhanced Decision Adjusted Modulus Algorithm
for Blind Equalization of Constellations with Closely Positioned Circles.” In: 2020 IEEE
Microwave Theory and Techniques in Wireless Communications (MTTW) (MTTW’20).
Riga, Latvia: IEEE, Oct. 2020, pp. 195–200. ISBN: 978-1-72819-398-4. DOI: 10.1109/
MTTW51045.2020.9244924

[40] D. Kolosovs. “A Multi-Mode Approach for the Enhanced Decision Adjusted Modulus Algo-
rithm Usage in Blind Equalization of QAM Signals.” In: 2021 IEEEMicrowave Theory and
Techniques in Wireless Communications (MTTW). Riga, Latvia: IEEE, Oct. 2021, pp. 40–
45. ISBN: 978-1-66542-469-1. DOI: 10.1109/MTTW53539.2021.9607265

The author presented the ideas reflected in this Doctoral Thesis at the following international
scientific conferences:

1. D. Kolosovs. Chaos code division multiplexing communication system. 7th International
Conference on Computational Intelligence, Communication Systems and Networks, 3–5 June
2015, Riga.

2. D. Kolosovs. Equalization possibilities for Non-harmonic Multicarrier communication sys-
tems. Riga Technical University 56th International Scientific Conference, Section Electronics,
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14–16 October 2015, Riga.
3. D. Kolosovs. A generalization of the enhanced decision adjusted modulus algorithm for blind

equalization of constellations with closely positioned circles. 2020 IEEE Microwave Theory
and Techniques in Wireless Communications (MTTW), 1–2 October 2020, Riga.

4. D. Kolosovs. A Multi-Mode Approach for the Enhanced Decision Adjusted Modulus Al-
gorithm Usage in Blind Equalization of QAM Signals. 2021 IEEE Microwave Theory and
Techniques in Wireless Communications (MTTW), 7–8 October 2021, Riga.

During the writing of the dissertation, the author participated in a number of projects. The list
below enumerates the projects in which some of the ideas described in the paper were implemented
or the study results were used.

1. Research No. 1.20. “Integra—New Generation Data Transmission Solutions” of the “Latvian
Electrical and Optical Equipment Industry Competence Center.”

2. Research No. 1.19. “Experimental Development for Data Transmission in Radio Frequency
Bands above 60 GHz” of the “Latvian Electrical and Optical Equipment Industry Competence
Center.”

3. Research No. 1 “Wideband Dual Polarization Radio” of the “Latvian Electrical and Optical
Equipment Industry Competence Center.” Project 1.2.1.1./16/A/002.

4. SAM 8.2.2. “Rīgas Tehniskās universitātes akadēmiskā personāla stiprināšana stratēģiskās
specializācijas jomās,” in Riga Technical University. Project 8.2.2.0/18/A/017.

5. Research “Real-Time Spectrum Analyzer Structure and Material Research ” of the “Latvian
Electrical and Optical Equipment Industry Competence Center.” Project 1.2.1.1/18/A/006.

The following courses at Riga Technical University have been developed using the results of this
Doctoral Thesis:

1. RRI705 “5G Wireless Technologies,” 4.5 ECTS credits.
2. RRI706 “5G Wireless Technologies (course project),” 3.0 ECTS credits.
3. RTR532 “Simulation of Functional and Logical Circuits,” 6.0 ECTS credits.
4. RRI324 “Digital Signal Processing,” 3.0 ECTS credits.
The multiple modes parametric blind equalization algorithm presented in the Thesis general-

izes CMA. It ensures the same or better equalizer convergence and has a zero steady-state and high
tracking stability in case of successful convergence. The algorithm proved its properties in test
stands and showed an end-user stable operation in the exploitation process. Therefore, a replacement
of CMA by this algorithm has no drawbacks except a slight increase in implementation complexity,
which is not a crucial problem for modern chips.
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The Structure of the Thesis

The Thesis contains five chapters describing development and verification of the proposed approach.
Chapter 1 is devoted to the basics of the QAM communication system and the models of baseband
multipath channels. Chapter 2 is dedicated to the probabilistic approach to enhancing the target
function of DAMA. Chapter 3 introduces an approach to the grouping of constellation points. Chap-
ter 4 proposes a multiple mode parametric algorithm of blind equalization and studies various cost
function switching approaches in a multi-mode algorithm. Chapter 5 describes a VHDL implemen-
tation of the equalizer based on the proposed algorithm. It also contains the data on the equalizer
connection to the QAM modem and the testing of the FPGA prototype.
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1 GENERAL DESCRIPTION OF THE RESEARCH FIELD

1.1 Quadrature Amplitude Modulation Concept

The modulation process in data transmission systems ensures the transfer of the spectral density of
a band-limited signal from zero to the carrier frequency region. In this way, it is possible to solve
the following tasks:

• to provide frequency division of channels or users;
• to form a signal suitable for transmission and reception in wireless data transmission sys-

tems (to ensure that the resonance frequency of the antenna and the center frequency of the
modulated signal correspond).

The QAM approach can be considered a signal modulation method that eliminates the disadvantage
of a twofold reduction in spectral efficiency. It uses the orthogonality property of sine and cosine
functions of the same frequency 𝑓0. In this case, two arbitrary signals 𝑠I(𝑡) and 𝑠Q(𝑡), which we will
call the quadrature components, modulate carriers cos 2𝜋𝑓0𝑡 and − sin 2𝜋𝑓0𝑡, respectively. Thus,
the signal obtained using this method can be expressed as

𝑠QAM(𝑡) = 𝑠I(𝑡) cos 2𝜋𝑓0𝑡 − 𝑠Q(𝑡) sin 2𝜋𝑓0𝑡. (1.1)

A QAM transmitter requires a digital-to-analog converter (DAC). In the analog signal at the output
of this device, copies of the spectral density of the signal remain at frequencies that are multiples of
the sampling frequency 𝐹𝑠. However, it must be noted that depending on the type of interpolation
used in the DAC, these images may be partially suppressed. Nevertheless, the presence of a DAC
implies the setting of a smoothing filter to suppress unnecessary spectral components in the analog
signal. The QAM transmitter block diagram is shown in Fig. 1.1.

In-phase
component

shaper
DAC Smoothing

filter ×

cos 2𝜋𝑓0

𝑠I(𝑡)

Quadrature
component

shaper
DAC Smoothing

filter ×

− sin 2𝜋𝑓0
𝑠Q(𝑡)

+
𝑠QAM(𝑡)

Fig. 1.1. QAM transmitter block diagram

The recovery of the transmitted data at the receiver requires demodulation of signal 𝑠QAM(𝑡).
Given the narrowband requirement for modulating signals Δ𝑓 ≪ 𝑓0, it can be assumed constant
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for several carrier periods. Thus, according to   orthogonality definition, it is necessary to multiply
the received signal and the carrier and integrate the product over time to estimate the correlation in
a certain period. The demodulation result can be expressed in the following way:

̂𝑠I(𝑡) ∶ 𝑠QAM(𝑡) cos 2𝜋𝑓0𝑡 = 𝑠I(𝑡)
2 + 𝑠I(𝑡)

2 cos 4𝜋𝑓0𝑡 −
𝑠Q(𝑡)

2 sin 4𝜋𝑓0𝑡; (1.2)

̂𝑠Q(𝑡) ∶ 𝑠QAM(𝑡) cos 2𝜋𝑓0𝑡 =
𝑠Q(𝑡)

2 − 𝑠I(𝑡)
2 cos 4𝜋𝑓0𝑡 −

𝑠Q(𝑡)
2 sin 4𝜋𝑓0𝑡. (1.3)

Within the framework of this research, the forming, processing, and detection take place on
discrete signals. Therefore, a necessary part of the receiver is an analog-to-digital converter (ADC).
Obviously, to fulfill the Sampling theorem and avoid overlapping the spectral densities of the signal
after sampling, it is necessary to suppress the spectral components above the Nyquist frequency
𝑓N = 0.5𝑓s, where 𝑓𝑠 is the ADC clock frequency. Thus, an anti-aliasing filter must be placed before
the ADC. It is a low-pass filter with a cutoff frequency equal to the Nyquist frequency 𝑓N. Since
the anti-aliasing filter is more stringent than the aforementioned integrating filter (for narrowband
signals), the two blocks are usually combined. The structure of the QAM receiver that performs the
above actions is shown in Fig. 1.2.

𝑠QAM(𝑡)

×

cos 2𝜋𝑓0

LPF Anti-aliasing
filter ADC

In-phase
component
processing

̂𝑠I(𝑡)

×

− sin 2𝜋𝑓0

LPF Anti-aliasing
filter ADC

Quadrature
component
processing

̂𝑠Q(𝑡)

Fig. 1.2. QAM receiver block diagram

The most straightforward data transmission system consists of three parts: a transmitter, which
generates a signal intended for transmission; a propagation channel, which is a medium for signal
transmission; and a receiver, which extracts information from the transmitted signal. A structural
diagram of such a data transmission system is shown in Fig. 1.3.

In Fig. 1.3, the block in which AWGN 𝑛(𝑡) is applied to the transmitted signal is shown separately
from the channel. That approach is made for two reasons. First, in wireless data transmission sys-
tems, the primary source of such noise is the first stages of the radio path of the receiver, especially
the low-noise radio frequency amplifier. Secondly, due to the specifics of this work, the channel is
singled out separately as a model for effects added by the multipath propagation.
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QAM
transmitter Channel +

𝑛(𝑡)

QAM
receiver

Fig. 1.3. Block diagram of QAM wireless data transmission system

1.2 Complex Baseband Model of the QAM Communication System

Fig. 1.4 shows the complex baseband model of the QAM-based communication system used.

Signal
forming Channel +

�̇�(𝑡)

×

e−𝑗𝜑(𝑡)

𝜏(𝑡) Signal
processing

̇𝑆Tx(𝑡) ̇𝑆Rx(𝑡) ̇𝑆Prc(𝑡)

Fig. 1.4. Complex baseband model of the QAM-based wireless data transmission system

The model takes into account the band limitation and discreteness of the processed signals. The
model can be used to describe the communication system shown in Fig. 1.3 if the following condi-
tions are met:

1. The smoothing filter is present in the system, and its attenuation in the stopband is sufficient
to ignore the suppressed spectral components corresponding to the harmonics of the sampling
frequency 𝐹𝑠.

2. The modulating signal bandwidth to the carrier frequency ratio is such Δ𝑓 ≪ 𝑓0 that the
signal can be considered a narrowband.

3. The changes in the channel parameters over time are slow enough to be considered time-
invariant for several carrier periods.

4. The difference in carrier frequencies at the transmitter and receiver (mean value of the 𝜑(𝑡)
time derivative) is that passing the demodulated signal through the low-pass filter and anti-
aliasing filter does not introduce linear distortion into the signal.

5. The anti-aliasing filter is present in the system. Its stopband attenuation is sufficient to ignore
the spectral components corresponding to frequencies above half the sample rate. The same
requirement has been put forward to attenuate the spectral components of the sum of the
transmitter and the receiver carrier frequencies.

6. The sampling frequency must be chosen so that the Sampling theorem is fulfilled for each
quadrature channel. Additionally, it must be possible to implement smoothing filters after
the DAC.
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7. Suppose the sampling rate at the receiver is greater than the sampling rate at the transmitter. In
that case, the expansion of the spectral density of the signal should not lead to linear distortions
in the digital filtering structures of the receiver.

In the complex baseband model of the QAM data transmission system shown in Fig. 1.4, the
node that implements signal shaping on the transmitter is designated as a “Signal forming” block. It
performs the following operations:

• generates user data, which is a sequence of integers {𝑚𝑘|0 ⩽ 𝑚𝑘 < 𝑀}, where 𝑚𝑘 is 𝑘th
generated integer, an amount of user data, and 𝑀 ∈ ℕ is the cardinality of the set from which
these integers are taken; all elements of the set are equally probable, and the autocorrelation
function of a given sequence is a delta-function;

• maps of a piece of user information corresponding to a sequence element 𝑚𝑘 to the instanta-
neous values of the transmitted signal 𝑎𝑘 (taken from the set {𝑎𝑘});

• inserts zeros between signal values corresponding to symbols 𝑎𝑘 at times 𝑡 = 𝑘𝑇sym, where 𝑘
is an integer, 𝑇sym is a symbol length;

• passes the formed signal through a pulse-shaping filter with impulse response ℎTx[𝑛].
The signal processing node in Fig. 1.4 models the operation of the digital part of the QAM

receiver. The simplest receiver performs the following functions:
• recovers the carrier of the transmitter;
• recovers the timing of the transmitter;
• mitigates multipath propagation distortion;
• estimates the correlation of the transmitted signal with a predefined a priori known pattern;
• makes a decision on the value of the transmitted signal; in our case, the distance to the nearest

point of the QAM constellation is estimated.
In order to ensure distorting effects compensation possibility, we complete the list of require-

ments for a complex baseband model of a QAM wireless communication system that must be fulfilled
to ensure its relevance:

8. The time variation of the carrier phase difference must be such that it can be considered con-
stant over the impulse responses of the matched filter and equalizer.

9. The rate of dynamic change in the equalizer impulse response must be such that it can be
considered constant over the length of the matched filter impulse response.

10. The rate of change of the channel impulse response is less than the rate of the dynamic ad-
justment of the equalizer impulse response.

Fig. 1.5 shows a system that takes into account the sequence of introducing distortions into the
signal and the receiver unit in which these distortions are compensated.

The operation nuances of the described dynamic circuits and the compensated distorting effects
are summarized in Table 1.1.

The model described above is used for simulations. In addition, it describes the communication
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Fig. 1.5. Receiver signal processing block structure

Table 1.1
Summary of the Dynamical Circuits in QAM Receiver

Distorting
effect

Dynamic
circuit Compensation Cost function

Power
changes AGC

𝑠in[𝑛]𝑎[𝑛],
where 𝑎[𝑛] is current

gain
𝔼 [| ̇𝑠ex[𝑛]|2]

Modem
clock

difference

Timing
recovery

unit

𝑠in[𝑛 − 𝜏[𝑛]],
where 𝜏[𝑛] is current
fractional time shift

𝔼 [𝑠ex ∗ ℎnb[𝑛 + 1]
−𝑠ex ∗ ℎnb[𝑛 − 1]],

where ℎnb[𝑛] is a narrow band filter
impulse response

Multipath
propagation Equalizer

𝑠in[𝑛] ∗ ℎ[𝑘, 𝑛],
where ℎ[𝑘, 𝑛] is current

impulse response
Discussed

below

Carrier
phase

difference

Carrier
recovery

unit

𝑠in[𝑛] e𝑗𝜑[𝑛],
where 𝜑[𝑛] is current

phase
𝔼 [arg 𝑠ex[𝑛] − arg ̂𝑠ex[𝑛]]

system implemented by QAM with high accuracy. For theoretical research, a simplified model was
used in the Thesis, which includes:

• symbol generation and zeros insertion;
• combined pulse-shaping of the transmitter filter and the matched filter of the receiver;
• multipath channel passing;
• additive noise;
• equalization;
• carrier recovery and symbol estimation.
The complex baseband model of the QAM wireless communication system shown in Fig. 1.6 is

used for theoretical derivations.
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Fig. 1.6. Complex baseband model of QAM communication system for theoretical analysis

1.3 Complex Baseband Multipath Channel Model

To describe the statistical properties of the channel’s impulse response, we use a wide-sense station-
ary uncorrelated scattering (WSSUS) model from [41], [42]. To describe the channel, one should
specify multidimensional probability density functions (PDFs) for the system functions. However,
the autocorrelation function (ACF) makes it possible to simplify further channel simulation.

The problem of the time-varying channel impulse response generation can be reduced to generat-
ing a certain number of random processes to satisfy the covariance matrix 𝑅𝑛𝑘(Δ𝑡) = 𝑅𝐶 [𝑛, 𝑘](Δ𝑡)
for each time shift Δ𝑡. For a simplified solution to this problem, we use the approximation proposed
in [43]. It is based on the assumption that the ACF can be separated into two parts in such a way that

𝑅𝐻 (𝜏, 𝑡) = 𝑝(𝜏)𝜌(Δ𝑡), (1.4)

where 𝑝(𝜏) is the delay-power profile, and 𝜌(Δ𝑡) is referred to as spaced-time correlation function.
Thus, the covariance matrix can be expressed as a product R𝐶 (Δ𝑡) = (𝑅𝑛𝑘)𝜌(Δ𝑡), where each
element is 𝑅𝑛𝑘 = 𝑅𝐶 [𝑛, 𝑘](Δ𝑡)/𝜌(Δ𝑡). The process of generation of channel filter tap ̇𝐶[𝑙](𝑡) values
is as follows:

• Generate 𝐿 random processes 𝜉𝑙(𝑡) with a complex Gaussian PDF. The one-dimensional ACF
of each of the processes corresponds to

𝜌(Δ𝑡) = 𝔼 [𝜉𝑙(𝑡)𝜉∗
𝑙 (𝑡 + Δ𝑡)] . (1.5)

In this case, 𝐿 is the length of the channel impulse response in samples. The synthesis of
non-𝛿-correlated processes within the framework of this Thesis will be performed using a
low-pass filter with an impulse response ℎD[𝑛] and a cutoff frequency 𝑓c = 𝑓D, where 𝑓D

stands for the maximum Doppler frequency.
• Introduce cross-correlation into random processes so that the generated 𝐿 samples correspond

to the covariance matrix (𝑅𝑛𝑘) at each time moment 𝑡. This problem is solved by multiplying
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the vector of samples Ξ(𝑡) by matrix L for each time moment t.

Ċ(𝑡) = Ξ(𝑡)L = [𝜉1(𝑡) 𝜉2(𝑡) ⋯ 𝜉𝐿(𝑡)]

⎡
⎢
⎢
⎢
⎢
⎢
⎣

𝑙11 𝑙12 ⋯ 𝑙1𝐿
0 𝑙22 ⋯ 𝑙2𝐿
⋮ ⋮ ⋱ ⋮
0 0 ⋯ 𝑙𝐿𝐿

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, (1.6)

where Ċ(𝑡) is a 1 × 𝐿 big vector of band-limited channel impulse response. Matrix L is
calculated by decomposing the covariance matrix using Cholesky factorization (𝑅𝑛𝑘) = LL⊺.
The decomposition is possible because, due to the properties of the covariance matrix, it is
symmetric, real, and positive semi-definite.

The block diagram of the channel is shown in Fig. 1.7. In the figure, �̇�𝑙[𝑛] denotes a discrete
complex Gaussian process with zero mean and uniform spectral density.

×

T +

×
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Fig. 1.7. Block diagram of the diffuse multipath chanel

Verification of the algorithms developed in this Thesis will be based on radio-relay data transmis-
sion systems. Channel models describing the propagation of radio waves in such data transmission
systems assume the presence of a line-of-sight beam.

To describe these phenomena, the Rummler model is used—a multipath model with very slow
fading. In terms of the complex envelopes, the model takes the following form:

̇𝑆Rx(𝑡) = ̇𝑠Tx(𝑡) + 𝛼 ̇𝑠Tx(𝑡 − 𝜏1) e−𝑗2𝜋𝑓0𝜏1 +𝛽 ̇𝑠Tx(𝑡 − 𝜏2) e−𝑗2𝜋𝑓0𝜏2 , (1.7)

where 𝑓0 is the carrier frequency.
By limiting the bandwidth of the transmitted signal through Δ𝑓 , we obtain Δ𝑓𝜏1 ≪ 1, which

causes flat fading. Therefore, the lowpass-equivalent transfer function can be written as

𝐻(𝑓) = 1 + 𝛼 + 𝛽 e−𝑗2𝜋𝑓𝜏2 . (1.8)
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In this case, the three-path model is effectively a two-path model.
The lowpass-equivalent channel impulse response, the inverse Fourier transform of the previous

frequency response, is
ℎ(𝑡) = 𝑎[𝛿(𝑡) − 𝑏 e−𝑗2𝜋(𝑓0)𝜏 𝛿(𝑡 − 𝜏)]. (1.9)

In general, parameters 𝑎 and 𝑏 are random and must be measured to ensure model relevance.
However, within this Thesis, the channel model will be used to evaluate the ability of an equalizer to
converge. Therefore, we consider only the stationary version of this model in further sub-chapters.

1.4 Equalization of QAM Signals

Let us denote the impulse response of the multipath channel through ℎ[𝑘], and the sample of the
additive white noise through 𝑛[𝑘]. Then, one can express the input signal of the equalizer as

𝑠Rx[𝑘] ≡ 𝑠in[𝑘] =
𝐿ℎ−1

∑
𝑙ℎ=0

𝑠Tx[𝑘 − 𝑙ℎ]ℎ[𝑙ℎ] + 𝑛[𝑘], (1.10)

where 𝐿ℎ is the length of the channel impulse response. The equalizer is a filter with time-varying
impulse respone 𝑐[𝑙𝑐 , 𝑘] of length 𝐿𝑐 . By convolving it with input signal (1.10), we can express the
equalizer output 𝑠ex[𝑘] as a function of the transmitted signal 𝑠Tx[𝑘]:

𝑠𝑒𝑥[𝑘] = ∑
0⩽𝑙ℎ<𝐿ℎ
0⩽𝑙𝑐<𝐿𝑐

𝑠𝑡𝑥[𝑘 − 𝑙ℎ − 𝑙𝑐]ℎ[𝑙ℎ]𝑐[𝑙𝑐 , 𝑘] + 𝑛′[𝑘] (1.11)

= 𝑠𝑡𝑥[𝑘 − 𝑙𝛿] +∑
0⩽𝑙<𝐿ℎ+𝐿𝑐

𝑙≠𝑙𝛿

𝑠𝑡𝑥[𝑘 − 𝑙] ∑
0⩽𝑙𝑐<𝑙

ℎ[𝑙 − 𝑙𝑐]𝑐[𝑙𝑐 , 𝑘] + 𝑛′[𝑘].

Thus, the output signal of equalizer 𝑠ex[𝑘] is composed of the transmitted signal 𝑠Tx[𝑘] delayed by
𝑙𝛿 and the residual ISI represented by convolution in (1.11).

Consequently, the equalization problem is the adjustment of the tap weights 𝑐[𝑙, 𝑘] to minimize
the effect of the sum in (1.11). To estimate it, the equalizer output dependent cost function 𝐽[𝑘] is
defined. It is the essence of any blind equalization algorithm.

1.5 Blind Equalization Concept

The CMA is introduced in [2], which states that the variance of the squared output radius |𝑠ex[𝑘]|
has a global minimum at zero ISI. Thus, the cost function for adjusting the equalizer is expressed as
follows:

𝐽[𝑘] = E [(|𝑠𝑒𝑥[𝑘]|
2 − 𝑅2

CMA)
2

] , (1.12)
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where E[⋅] denotes mathematical expectation and 𝑅2
CMA is the so-called dispersion constant, which

is defined in [2] as

𝑅2
CMA =

E [|𝑎𝑖|
4
]

E [|𝑎𝑖|
2
]

. (1.13)

The equalizer coefficients 𝑐[𝑙, 𝑘] are adapted using the steepest descent along with 𝐽[𝑘], which is ap-
proximated by the stochastic gradient ∇̂𝐽 [𝑘]. An increment of the equalizer coefficient is expressed
by the partial derivative

𝜕𝐽[𝑘]
𝜕𝑐 |𝑐=𝑐[𝑙,𝑘]

= 2 (|𝑠ex[𝑘]|
2 − 𝑅2

CMA) 𝑠ex[𝑘]𝑠∗
𝑖𝑛[𝑘 − 𝑙], (1.14)

where ∗ denotes complex conjugation. Adding it to the current value of 𝑐[𝑙, 𝑘] gives the next weight
of the equalizer tap

𝑐[𝑙, 𝑘 + 1] = 𝑐[𝑙, 𝑘] − 𝜇 (|𝑠ex[𝑘]|
2 − 𝑅2

CMA) 𝑠ex[𝑘]𝑠∗
𝑖𝑛[𝑘 − 𝑙], (1.15)

where 𝜇 is a step-size parameter to regulate the speed of adaptation. Computer simulations in [2]
show good convergence properties of CMA.

1.6 Conclusions

In this chapter, the necessary theoretical minimum is provided for discussing blind equalization of
QAM signals.

• The band model of a communication system based on QAM is introduced and described.
• The model of the complex baseband of the QAM communication system is described. The

criteria necessary for its compliance with the band model are given.
• The sampling criteria for the model of a complex QAM baseband of a communication system

are described.
• The blocks for generating the transmitted signal and processing the received signal are con-

sidered. The reasons for distorting effects and the possibilities of their compensation are
described. The used dynamic loops, the methods of correction application, and the cost func-
tions of these loops are mentioned.

• The models used in this study for simulations and analytical studies are described and con-
strained.

• The implemented models of multipath channels are described.
• The task of blind equalization is defined, and the equalization process is described. The CMA

used for blind equalization of QAM signals is considered, its advantages and disadvantages
are emphasized.
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2 ENHANCED DECISION-ADJUSTED MODULUS
ALGORITHM

2.1 Decision-Adjusted Multimodulus Algorithm

As it comes from (1.15), the goal of the CMA algorithm is positioning all symbols at the output
of the equalizer 𝑠𝑒𝑥[𝑘] to a single circle, radius 𝑅CMA of which is called dispersion constant. The
main disadvantage of that approach is the high residual error level. [3] proposes to divide the set of
constellation points {𝑎𝑚} into subsets with the same radius 𝑅𝑖:

{𝑎𝑚} = ⋃
𝑖

{𝑎𝑚||𝑎𝑚| = 𝑅𝑖 ∀ 𝑚}𝑖
. (2.1)

As a result, the proposed algorithm, DAMA, implements a CMA for each constellation circle. Equal-
izer coefficients updates are expressed as:

𝑐[𝑙, 𝑘 + 1] = 𝑐[𝑙, 𝑘] − 𝜇 (|𝑠𝑒𝑥[𝑘]|
2 − 𝑅2

𝑖 ) 𝑠𝑒𝑥[𝑘]𝑠∗
𝑖𝑛[𝑘 − 𝑙], (2.2)

where the dispersion constant for each output radius 𝑠𝑒𝑥[𝑘] value is such that its deviation from 𝑅𝑖
is minimal min

𝑖 | |𝑠𝑒𝑥[𝑘]|
2 − 𝑅2

𝑖 |.
Unlike CMA, when the equalizer is converged, the increments of its coefficients are equal to

zero ∀𝑠𝑡𝑥[𝑘] ∈ {𝑎𝑛} ∃! 𝑅𝑖 ∶ |𝑠𝑡𝑥[𝑘]|
2 = 𝑅2

𝑖 . Thus, DAMA is proposed to provide residual error
significantly lower than CMA.

2.2 Error Statistical Properties

The testing setup to provide data for numerical verification is shown in Fig. 2.1.
The setup consists of:
• data generator, mapper, and low pass filter;
• testing channel; fractional delay filter and narrow band-pass filter (BPF) for fractional delay

synchronization; and maximum selector and correlator integer delay synchronization;
• PDF estimator and Pearson criterion estimator.
The Pearson’s chi-squared test is used to determine whether the error distribution for real data

is sufficiently close to normal or not. The number of histogram bins for simulation is chosen equal
to 𝐾1 = 100, whereas the number of processed symbols, i.e., sample size is 𝐾2 = 100 000. After
the simulation is finished, the Pearson criterion estimation block computes 𝜒2

ev-level to compare it
to the critical value. Therefore, the only evaluated parameter is standard deviation, and for the given
number of histogram bins 𝐾1 = 100 the number of degrees of freedom is 𝐾3 = 𝐾1 − 2 = 98. As-
suming the confidence level 𝛾 = 0.95, to accept the hypothesis that distribution is normal, evaluated
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Fig. 2.1. Distribution analysis setup

parameter 𝜒2
ev should be less than the critical level 𝜒2

cr = 122.1077. If the error’s both real and
imaginary parts met the criterion, the system forms passed the test marker.

Simulation was performed repeatedly 𝐾4 = 100 times for different depth and frequency
notches.The simulation results are summarized in Table 2.1.

Table 2.1

Distribution Verification Results

Passed test percentage
𝑓𝑛𝑇 1 dB 5 dB 10 dB 15 dB 20 dB 25 dB
-0.25 97 95 98 97 100 96
-0.20 97 96 96 100 97 99
-0.15 98 96 97 96 96 96
-0.10 99 97 100 96 99 99
-0.05 97 97 98 98 99 100
0.00 99 96 99 98 96 99
0.05 99 99 98 99 96 95
0.10 97 97 96 96 95 97
0.15 97 99 96 98 98 99
0.20 98 99 96 100 96 98
0.25 96 100 100 96 99 98
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2.3 Enhanced DAMA

The PDF of radial error has shifted Ricean distribution 𝜑𝑛(𝑅𝑛, 𝜎) = 𝜑(𝑅𝑛, 𝜎)−𝑅𝑛, where 𝜑(𝑅𝑛, 𝜎)
is Ricean distribution with deviation 𝜎 and 𝑅𝑛 is the 𝑛-th radius in the constellation. We also denote
𝑚𝑛 a number of constellation points of radius equal to 𝑅𝑛.

Assume all constellation points can be divided to 𝑁 groups of constant radii 𝑅𝑛, 𝑛 = 1 … 𝑁 .
The number of points in each of these groups is given by 𝑚𝑛. Apparently, the possibility that arbitrary
point belongs into 𝑛-th group is expressed by

𝑃𝑛 = 𝑚𝑛
𝑀 , (2.3)

where 𝑀 is overall number of constellation points.
Assume, as it was previously, that it is the sample of radius 𝑅𝑥 and two nearest radii 𝑅𝑛−1 and

𝑅𝑛−1 satisfy inequality 𝑅𝑛−1 ≤ 𝑅𝑥 < 𝑅𝑛. Obviously, the possibility that the sample of radius
𝑅𝑥 is caused be the symbol of radius other than 𝑅𝑛−1 or 𝑅𝑛 is smaller of these two. If it was the
symbol of radius 𝑅 > 𝑅𝑛, detection of 𝑅𝑛 ensures correct equalizer adjustment. And otherwise, if
the symbol in the detector is assumed of radius 𝑅𝑛−1, it will cause misadjustment. Among a number
of all possible error types we will observe only

{𝑃𝑛−1,𝑘|𝑘 = 𝑛 … 𝑁} and {𝑃𝑛,𝑘|𝑘 = 1 … 𝑛 − 1}. (2.4)

Obviously, the first group of errors in the previous equation causes positive adjustment error and the
second one—negative error. Therefore, possibilities of these errors can be expressed as

𝑃𝑛−1,𝑘 =
𝑅th 𝑛−1

∫
−∞

𝜑(𝑅𝑛, 𝜎)d𝑅, 𝑘 = 𝑛 … 𝑁 (2.5)

for positive and

𝑃𝑛,𝑘 =
∞

∫
𝑅th 𝑛−1

𝜑(𝑅𝑛−1, 𝜎)d𝑅, 𝑘 = 1 … 𝑛 − 1 (2.6)

for negative ones. Assuming risk coefficients for all error types equal to 𝑟𝑛−1,𝑘 = 𝑟𝑛,𝑘 = 1 yields to
the following overall risk expression

𝑟 =
𝑛−1

∑
𝑘=1

𝑃𝑛,𝑘𝑃𝑘 +
𝑁

∑
𝑘=𝑛

𝑃𝑛−1,𝑘𝑃𝑘. (2.7)

Acting like previously, let us express 𝑃𝑛−1,𝑘 = 1 − 𝑃𝑘,𝑘, where 𝑘 = 𝑛 … 𝑁 . Note also that 𝑃𝑘,𝑘 can
be calculated integrating 𝜑(𝑅𝑘, 𝜎) from 𝑅th 𝑛−1 to the infinity. Thus, overall risk expression can be
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rewritten:

𝑟 =
𝑁

∑
𝑘=𝑛

𝑃𝑘 −
∞

∫
𝑅th 𝑛−1

⎡⎢⎢⎣

𝑁

∑
𝑘=𝑛

𝜑(𝑅𝑘, 𝜎)𝑃𝑘 −
𝑛−1

∑
𝑘=1

𝜑(𝑅𝑘, 𝜎)𝑃𝑘
⎤⎥⎥⎦

d𝑅. (2.8)

Integral value maximization is performed in the same manner as in the case of two radii, i.e., defining
the integration interval so that the integrand is positive. Therefore, the threshold level is obtainable
by the computation 𝑅 location where inequality

𝑁

∑
𝑘=𝑛

𝜑(𝑅𝑘, 𝜎)𝑃𝑘 ≥
𝑛−1

∑
𝑘=1

𝜑(𝑅𝑘, 𝜎)𝑃𝑘 (2.9)

becomes true. Calculating threshold level in this manner we decrease the wrong detection possibility
and therefore the equalizer misadjustment possibility. In Fig. 2.2, the 32-QAM constellation is shown
as well as calculated thresholds.

(a) DAMA (b) EDAMA multilevel
Fig. 2.2. Constellations and thresholds for (a) CMA, (b) DAMA, (c) EDAMA 2-level, and (d)

EDAMA multilevel equalization algorithms

2.4 Simulation Results

The performance of the proposed algorithm was tested through simulations in the Matlab environ-
ment. The signal shaping at the equalizer input corresponds to the communication system model
described in Section 1.2. The user signal is generated based on 32-QAM modulation. The equalizer
is a 33-tap half-baud finite impulse response filter with dynamically adjustable gains. In the ex-
periments, CMA, DAMA, and enhanced decision-adjusted modulus algorithm (EDAMA) objective
functions were used to adjust the weights of the equalizer taps.

Obtaining convergence curves allows one to clearly demonstrate the convergence rate of the
proposed algorithm and the level of residual error. It was noted above that in the case of EDAMA, the
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level of residual error is significantly lower compared to CMA. On the other hand, EDAMA should
show faster convergence than DAMA. 10 dB and 15 dB notch channels were applied to emulate
multipath propagation. Simulation results for the case of 10 dB notch channel are shown in Fig. 2.3.

0 10 20 30 40 50 60 70−30

−20

−10

0

Time, ×103 samples

IS
I,

dB

CMA
EDAMA-M
EDAMA-2
DAMA

Fig. 2.3. Convergence curve for EDAMA in the case of 10 dB notch channel
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Fig. 2.4. Convergence curve for EDAMA in the case of 15 dB notch channel

According to the simulation results, CMA is the fastest equalization algorithm, showing the
highest residual error level. EDAMA for the implemented channels showed the lowest steady-state
intersymbol interference level. As postulated, this algorithm ensures faster convergence compared
to DAMA. Worth noting that EDAMA with thresholds computed by the multiple radii approach
(EDAMA-M) appeared faster than when the two radii approach performed computation. In the case
of 15 dB deep notch channel, the DAMA algorithm was not able to converge. Concluding, EDAMA
showed better performance than the classically used CMA method without losing the ability of deep
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notch acquisition.

2.5 Conclusions

The goal of this chapter was to propose a blind equalization algorithm for QAM signals that provides
a reduced level of residual error at the output of the equalizer. The following milestones were passed
in the course of this task.

• The DAMA for blind equalization of QAM signals was described. The cost function of the
algorithm was considered in terms of the decision threshold values.

• The PDF of the deviation of the signal point at the output of the equalizer from the value of
the radius of the transmitted symbol was considered. The correspondence between the PDF
of this variable and the shifted Rice distribution was shown.

• Two-radius and multi-radius approaches were proposed for calculating the optimal thresh-
olds for deciding on the received symbol. Optimal thresholds improve the cost function for
adjusting the equalizer in EDAMA.

• An increase in the equalizer’s ability to converge was demonstrated, associated with a decrease
in the error probability in decision making.

• A decrease in residual error level was demonstrated, compared to CMA, in the case of limited
equalizer length and a non-zero noise level.

• Zero residual error was shown for an infinite equalizer filter length and if its impulse response
matched the channel.
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3 GROUPED RADII APPROACH

3.1 An Impact of Detection Error Probability on the Convergence of Equalizer

Updates to the weights of the equalizer taps for EDAMA are expressed as

𝑐[𝑙, 𝑘 + 1]=𝑐[𝑙, 𝑘] − (3.1)

−𝜇 (|𝑠𝑒𝑥[𝑘]|
2−𝑅2

)|𝑅∶ | ̂𝑠𝑡𝑥[𝑘]|=𝑅
𝑠𝑒𝑥[𝑘]𝑠∗

𝑖𝑛[𝑘 − 𝑙].

Consider the case of the symbol misestimation. It happens when the output radius has deviated
beyond the detection threshold |𝑠𝑒𝑥[𝑘]| > 𝑇𝑖. If |𝑠𝑒𝑥[𝑘]| has not reached the radius of the next circle
𝑅𝑖+1, the expression (|𝑠𝑒𝑥[𝑘]|

2 − 𝑅2
)|𝑅=𝑅𝑖+1

becomes of the opposite sign. Therefore, all equal-
izer taps move in the direction opposite to the true one. If the deviation has exceeded the distance
between the radii, erroneous detection does not necessarily cause weights misadjustment. The lower
deviation is more likely to happen, so the number of misadjustments in the case of erroneous sym-
bol estimation is greater. Convergence remains possible as long as the number of misadjustments
allows to omit averaging in the steepest descent of the cost function (1.12) and approximate it with
a stochastic gradient ∇̂𝐽 [𝑘].

3.2 Detection Error Probability as a Function of Output Radius Variance

In this section, the effect of the output radius variance on the misadjustment probability is analyzed.
In [38], it is shown that the deviation 𝑠𝑒𝑥[𝑘]−𝑠𝑡𝑥[𝑘−𝑙𝛿] caused by ISI has a normal distribution for the
channels used. Therefore, the output radius 𝑅 = |𝑠𝑒𝑥[𝑘]| has a Ricean distribution 𝜑 (𝑅|𝑅𝑖, 𝜎𝑅),
where 𝑅𝑖 is the original symbol radius, and 𝜎𝑅 is the standard deviation.

Let us assume that 𝑀𝑖 = |{𝑎𝑚}𝑖| is the number of points on the 𝑖th circle, and 𝑀 is the total
number of constellation points. Then, their ratio is equal to the probability of transmitting a symbol
from this circle 𝑃 (𝑅𝑖) = 𝑀𝑖/𝑀 . The probability that the radius 𝑅𝑖 at the output of the equalizer
becomes 𝑅 is equal to

𝑃 (𝑅|𝑅𝑖) = lim
Δ𝑅→0

𝑅+Δ𝑅/2

∫
𝑅−Δ𝑅/2

𝜑 (𝑅|𝑅𝑖, 𝜎𝑅) d𝑅. (3.2)

Assume that the output radius 𝑅 belongs to the detection area of the 𝑖th constellation circle
𝑅 ∈ [𝑇𝑖, 𝑇𝑖+1). An estimation will be correct if a point from {𝑎𝑚}𝑖 has been transmitted. If a point
from any other constellation circle has caused the output radius 𝑅, an estimation block will make an
error. Thus, according to the law of total probability, the probability of misestimation 𝑃er(𝑅) can be
expressed as

𝑃er(𝑅) = ∑
𝑘≠𝑖

𝑃 (𝑅𝑘)𝑃 (𝑅|𝑅𝑘). (3.3)
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The substitution of (3.2) in (3.3) and changing summation and integration order allows express-
ing error probability

𝑃er(𝑅) = lim
Δ𝑅→0

𝑅+Δ𝑅/2

∫
𝑅−Δ𝑅/2

∑
𝑘≠𝑖

𝑃 (𝑅𝑘)𝜑 (𝑅|𝑅𝑘, 𝜎𝑅) d𝑅. (3.4)

Let us call the integrand the probability density function (PDF) of the estimation error

𝜑er(𝑅|𝜎𝑅) = ∑
𝑘≠𝑖

𝑃 (𝑅𝑘)𝜑 (𝑅|𝑅𝑘, 𝜎𝑅) . (3.5)

In Section 3.1, it was mentioned that an estimation error does not necessarily lead to the weights
misadjustment. Let us now express the probability of such an event:

𝜑mis(𝑅|𝜎𝑅) =
⎧
⎪
⎨
⎪
⎩

∑
𝑘<𝑖

𝑃 (𝑅𝑘)𝜑 (𝑅|𝑅𝑘, 𝜎𝑅) if 𝑅 ∈ [𝑇𝑖, 𝑅𝑖)

∑
𝑘>𝑖

𝑃 (𝑅𝑘)𝜑 (𝑅|𝑅𝑘, 𝜎𝑅) if 𝑅 ∈ [𝑅𝑖, 𝑇𝑖+1).
(3.6)

Fig. 3.1 shows the dependence of 𝜑mis(𝑅|𝜎𝑅) on the deviation 𝑅 for different values of stan-
dard deviation 𝜎𝑅. Detection areas are marked with alternating gray and white stripes. The blue
lines represent the radii 𝑅𝑖 of the circles. Like the PDF of misestimation 𝜑er(𝑅|𝜎𝑅), the PDF of
misadjustment 𝜑mis(𝑅|𝜎𝑅) rapidly grows up near the closely positioned circles of the constellation.
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Fig. 3.1. The equalizer misadjustment PDF 𝜑mis(𝑅|𝜎𝑅)

3.3 Proposed Optimization Procedure

The proposed approach aims to reduce the probability of the dispersion (1.12) growth in case of
misestimation. The procedure also allows customizing the algorithm to ensure optimal performance
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for a fixed 𝜎𝑅.
Assume the circles {𝑎𝑚}𝑖 and {𝑎𝑚}𝑖+1 of the constellation {𝑎𝑚} are the most closely positioned

to each other, i.e., the radii 𝑅𝑖 and 𝑅𝑖+1 of these circles are such that min
𝑘 (𝑅𝑘+1 − 𝑅𝑘) = 𝑅𝑖+1 −𝑅𝑖.

The idea of the proposed procedure is to combine the points of these two circles into a single subset
{𝑎𝑚}𝑗 = {𝑎𝑚}𝑖 ∪ {𝑎𝑚}𝑖+1 ⊂ {𝑎𝑚} (note the change in the subset indexing).

Like in the DAMA and EDAMA algorithms, each subset of the constellation points has its de-
tection area. If the output radius 𝑅 falls within the {𝑎𝑚}𝑗 detection zone, the adaptation mechanism
works like CMA, i.e., tries to minimize dispersion for points in this zone. Recall, (1.15) says that
the CMA tries to pull the squares of the radii |𝑠𝑒𝑥[𝑘]|2 of all constellation points to one single value
𝑅2

CMA. It ensures a minimum of dispersion. Similarly, the proposed algorithm tries to pull the
squares of the radii of points {𝑎𝑚}𝑗 to the corresponding 𝑅2

𝑗 . According to the method we have used
to calculate (1.13), one can express the dispersion constant for subset {𝑎𝑚}𝑗 :

𝑅2
𝑗 =

E [|𝑎|4]
E [|𝑎|2]

∀𝑎 ∈ {𝑎𝑚}𝑗 . (3.7)

The dispersion constants 𝑅2
𝑗 must be calculated for all subsets {𝑎𝑚}𝑗 formed by the union of the

circles {𝑎𝑚}𝑖:

{𝑎𝑚}𝑗 =
𝑖+𝐾−1

⋃
𝑘=𝑖

{𝑎𝑚}𝑘, (3.8)

where 𝐾 ⩾ 1 is the number of united circles. For the subsets coinciding with the circles {𝑎𝑚}𝑗 =
{𝑎𝑚}𝑖, the dispersion constant 𝑅2

𝑗 is equal to the squared radius 𝑅2
𝑖 of the points on this circle. The

subsets can also be formed by combining points of more than two adjacent circles (𝐾 > 2).
Consider the range of the output radii to which the detection threshold belongs 𝑇𝑖 ∈ [𝑅𝑖, 𝑅𝑖+1).

Assume one has transmitted a point from the subsets ⋃
𝑘>𝑖

{𝑎𝑚}𝑘 or ⋃
𝑘⩽𝑖

{𝑎𝑚}𝑘. If the output radius

falls below the threshold 𝑅 ∈ [𝑅𝑖, 𝑇𝑖) or rises above the threshold 𝑅 ∈ [𝑇𝑖, 𝑅𝑖+1), respectively, a
misadjustment will occur. Taking into account the probability of transmission a point from the 𝑖th
constellation circle 𝑃 (𝑅𝑖) = |{𝑎𝑚}𝑖|/|{𝑎𝑚}|, the misadjustment probability is

𝑃mis = ∑
𝑘>𝑖

𝑃 (𝑅𝑖|𝑅𝑘)𝑃 (𝑅𝑘) + ∑
𝑘⩽𝑖

𝑃 (𝑅𝑖+1|𝑅𝑘)𝑃 (𝑅𝑘), (3.9)

where 𝑃 (𝑅𝑖|𝑅𝑘) and 𝑃 (𝑅𝑖+1|𝑅𝑘) are the probabilities that the output radius 𝑅 caused by a point
from the 𝑘th circle will belong to the ranges 𝑅 ∈ [𝑅𝑖, 𝑇𝑖) and 𝑅 ∈ [𝑇𝑖, 𝑅𝑖+1), respectively, i.e., will
be interpreted as a symbol from the 𝑖th or the (𝑖 + 1)th circle.

Since the PDF of the output radius caused by a point from the 𝑘th circle is 𝜑 (𝑅|𝑅𝑘, 𝜎𝑅), prob-
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ability 𝑃 (𝑅𝑖|𝑅𝑘) can be calculated as follows:

𝑃 (𝑅𝑖|𝑅𝑘) =
𝑇𝑖

∫
𝑅𝑖

𝜑 (𝑅|𝑅𝑘, 𝜎𝑅) d𝑅 (3.10)

= 𝑄1 (
𝑅𝑘
𝜎𝑅

, 𝑅𝑖
𝜎𝑅 ) − 𝑄1 (

𝑅𝑘
𝜎𝑅

, 𝑇𝑖
𝜎𝑅 ) ,

where 𝑄1 is the Marcum Q-function. The second group of probabilities 𝑃 (𝑅𝑖+1|𝑅𝑘) is calculated
similarly:

𝑃 (𝑅𝑖+1|𝑅𝑘) = 𝑄1 (
𝑅𝑘
𝜎𝑅

, 𝑇𝑖
𝜎𝑅 ) − 𝑄1 (

𝑅𝑘
𝜎𝑅

,
𝑅𝑖+1
𝜎𝑅 ) . (3.11)

The substitution of (3.10) and (3.11) into (3.9) gives

𝑃mis(𝑇𝑖) = ∑
𝑘⩽𝑖

𝑄1 (
𝑅𝑘
𝜎𝑅

, 𝑇𝑖
𝜎𝑅 ) 𝑃 (𝑅𝑘) (3.12)

− ∑
𝑘>𝑖

𝑄1 (
𝑅𝑘
𝜎𝑅

, 𝑇𝑖
𝜎𝑅 ) 𝑃 (𝑅𝑘) + 𝑃 ′

const,

where 𝑃 ′
const is independent from 𝑇𝑖. An optimization criterion for the detection thresholds 𝑇𝑖 is a

minimum of the misadjustment probability. Thus, the problem is reduced to finding the extremum
min [𝑃mis(𝑇𝑖)], varying 𝑇𝑖 in the range of [𝑅𝑖, 𝑅𝑖+1).

Consider an example of the described approach. Fig. 3.2 exposes the misadjustment PDF
𝜑mis (𝑅|𝜎𝑅) for different standard deviation 𝜎𝑅 values. As in the case shown in Fig. 3.1, the
algorithm used 32-QAM modulation. Notice a union of points of the 3rd, 4th, and 5th circles into
one subset. Detection areas are marked with alternating gray and white stripes. The solid blue lines
represent the dispersion constants 𝑅𝑗 , and the dashed lines denote the radii, 𝑅𝑖, of the circles.

Comparing the misadjustment PDFs 𝜑mis(𝑅|𝜎𝑅) near the closely positioned constellation cir-
cles, it becomes apparent that the proposed algorithm significantly reduces the risk of dispersion
growth at the equalizer output.

3.4 Simulation results

Simulations verified the performance and convergence properties of the proposed algorithm. The
signal forming at the equalizer input corresponds to the communication system model described in
Section 1.2. The transmitting signal was generated using standard 32-QAM and 64-QAM constel-
lations. According to the previously described communication system model, the signal forming
block incorporated the transmitter’s pulse-shaping and the receiver’s matched filters. The multipath
phenomenon emulation was performed using a two-ray propagation model described in Section 1.3.
The depth of the notch utilized as the channel was equal to 10 dB and 15 dB. White Gaussian noise
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Fig. 3.2. The misadjustment PDF 𝜑mis(𝑅|𝜎𝑅) for the united 3rd, 4th, and 5th circles of the 32-QAM
constellation

has been added to the signal to provide a signal-to-noise ratio of 35 dB at the equalizer input.
Convergence curves show the dependence of residual error on the iteration number. The error is

expressed as the difference between the equalizer output signal radius and the radius of the estimated
symbol ||𝑠𝑒𝑥[𝑘]|−| ̂𝑠𝑡𝑥[𝑘]||. For each set of system parameters and each algorithm, 200 Monte Carlo
simulations were performed. The resulting curves were obtained by averaging them.

Fig. 3.3 shows the simulation result for a 32-QAM signal with the 10 dB deep notch channel
for multipath propagation emulation. It shows convergence curves for CMA, EDAMA, and the
constellation points grouping algorithm. The presented algorithm combines 𝑖 ∈ {3; 4; 5} circles of
the 32-QAM constellation. In the figure, it is designated as TEST.

0 10 20 30 40 50 60 70−30

−20

−10

0

Time, ×103 samples

IS
I,

dB

CMA
EDAMA
TEST

Fig. 3.3. Convergence curves for CMA, EDAMA, and the proposed algorithm in the case of the
10 dB notch channel
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The convergence curves confirm that the constellation points grouping algorithm converges
faster than EDAMA because of fewer detection errors at the initial adaptation stage. On the other
hand, its intersymbol interference is lower than CMA due to the split dispersion constants.

Further, Fig. 3.4 shows the convergence curves for 64-QAM modulation and 15 dB deep notch.
It also compares CMA, EDAMA and the proposed algorithm. The last one unifies 𝑖 ∈ {3; 4; 5}
circles and 𝑖 ∈ {6; 7; 8} circles of the constellation. In the figure, it is designated as TEST.

0 10 20 30 40 50 60 70 80 90 100−25

−20

−15

−10

−5

0

Time, ×103 samples

IS
I,

dB

CMA
EDAMA
TEST

Fig. 3.4. Convergence curves for CMA, EDAMA and the proposed algorithm in the case of 15 dB
noth channel

The proposed algorithm converged more slowly than the CMA but ensured much lower residual
ISI. Due to the high number of misadjustments, EDAMA did not converge at all.

3.5 Conclusions

This chapter was devoted to cracking the equalizer convergence complexity problem due to the high
level of variance of the signal at the output of the equalizer. A solution has been proposed using
conditional probability distributions and grouping constellation circles. The following points should
be noted summarizing the results obtained.

• A relationship has been shown between the probability of erroneous detection and the ability
of an equalizer to converge.

• The concept of conditional probability density was introduced, and its application to optimiza-
tion of the cost function was shown.

• It has been demonstrated that the probability of misestimation and the probability of misad-
justing equalizer weights are not equivalent. The adjustment may be correct in case of an
incorrectly detected symbol.

• An increased probability of equalizer misadjustment in intervals with closely spaced constel-
lation circles has been demonstrated.

33



• An approach to group points from nearby circles of the constellation has been proposed. It
allowed adjusting the cost function to reduce the variance of the equalizer output signal if the
signal point belonged to the interval between these circles.

• Simulations using the proposed approach have shown that the equalizer gains the ability to
converge under conditions in which it is not possible in the case of EDAMA.
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4 ADAPTIVE SWITCHED GR-DAMA APPROACH

4.1 Error Measurement Methods

It was mentioned that the received signal is a weighted sum of the delayed replicas of a transmit-
ted signal. Indeed, (1.11) shows that the output signal of the equalizer 𝑠𝑒𝑥[𝑘] is a convolution of
the transmitted signals 𝑠𝑡𝑥[𝑘] with the convoluted impulse responses of channel ℎ[𝑘] and equal-
izer 𝑐[𝑙, 𝑘]. Thus, from the essence of the convolution process, each output sample can be ex-
pressed as a linear combination of the neighboring symbols in the transmitted signal {… , 𝑠𝑡𝑥[𝑘 −
1], 𝑠𝑡𝑥[𝑘], 𝑠𝑡𝑥[𝑘 + 1], … }

𝑠𝑒𝑥[𝑘] =
𝐿𝑐+𝐿ℎ−1

∑
𝑙=0

(ℎ ∗ 𝑐[𝑘])[𝑙]𝑠𝑡𝑥[𝑘 − 𝑙], (4.1)

where 𝐿𝑐 and 𝐿ℎ are lengths of the channel and equalizer impulse responses, respectively.
As changes in the channel and adaptation of the equalizer are relatively slow, signal 𝑠𝑒𝑥[𝑘] can

be assumed locally ergodic. Thus, the variance of the signal can be calculated, taking into account
that the symbols are uncorrelated:

𝐸 [|𝑠𝑒𝑥[𝑘]|2] = 𝐸 [|𝑠𝑡𝑥[𝑘]|2]
𝐿𝑐+𝐿ℎ−1

∑
𝑙=0

|(ℎ ∗ 𝑐[𝑘])[𝑙]|2. (4.2)

For the ideal compensation, 𝐸 [|𝑠𝑒𝑥[𝑘]|2] = 𝐸 [|𝑠𝑡𝑥[𝑘]|2]. If the ISI is presented in the signal,
the central coefficient of the (ℎ ∗ 𝑐[𝑘])[𝑙] is still unweighted 𝛿[𝑘]. Thus, the output radius variance
𝐸 [|𝑠𝑒𝑥[𝑘]|2] is minimal for the mitigated ISI. The variance of noise 𝐸 [|𝑛′[𝑘]|2], as it is not cor-
related with the transmitted symbols, is appended to the variance of the data signal. Thus, variance
indicates the amount of the ISI and noise in the signal. To construct probability densities of the
received signal, one has to assess its parameters. In the case of the Ricean distribution, mean values
correspond to the radii of the constellation circles. The standard deviation can be estimated from the
received signal variance

�̂�𝑅 = √𝐸 [|𝑠𝑒𝑥[𝑘]|2] − 𝐸 [|𝑠𝑡𝑥[𝑘]|2], (4.3)

where 𝐸 [|𝑠𝑒𝑥[𝑘]|2] can be calculated from the equalizer output signal and 𝐸 [|𝑠𝑡𝑥[𝑘]|2] is a pre-
defined constant.

Section 3.2 described the dependence of the misadjustment probability density on the stan-
dard deviation of the noisy process in the signal. The calculation of the misadjustment probability

35



𝑃mis(𝜎𝑅) is possible through the integration of (3.6):

𝑃mis(𝜎𝑅) =
∞

∫
0

𝜑mis(𝑅|𝜎𝑅) d𝑅 = (4.4)

= ∑
𝑗

∑
𝑘∶𝑅𝑘<𝑅𝑗

𝑃 (𝑅𝑘) [𝑄1 (
𝑅𝑘
𝜎𝑅

,
𝑅𝑗
𝜎𝑅 ) − 𝑄1 (

𝑅𝑘
𝜎𝑅

,
𝑇𝑗
𝜎𝑅 )] +

+ ∑
𝑗

∑
𝑘∶𝑅𝑘>𝑅𝑗

𝑃 (𝑅𝑘) [𝑄1 (
𝑅𝑘
𝜎𝑅

,
𝑇𝑗+1
𝜎𝑅 ) − 𝑄1 (

𝑅𝑘
𝜎𝑅

,
𝑅𝑗
𝜎𝑅 )] ,

where 𝑄1 is the Marcum Q-function; summation by 𝑗 is performed among all subsets {𝑎𝑚}𝑗 , and
summation by 𝑘—among all constellation circles {𝑎𝑚}𝑖.

Fig. 4.1 shows the misadjustment probability 𝑃mis(𝜎𝑅) dependence on the standard deviation
in the Ricean probability density 𝜎𝑅. Blue, red, green, and magenta lines denote curves for the
generalized EDAMA of two, three, and four subsets of points and standard EDAMA algorithms,
respectively. Dotted black lines indicate standard deviation 𝜎𝑅 values in which 𝑃mis(𝜎𝑅) = 2 %.
For high variance values, only CMA algorithm is capable of equalizer adaptation with zero misad-
justment probability. After equalizer sets have been partially adjusted, the output radius variance
decreases, and two subset generalized EDAMA algorithm can now operate with 𝑃mis(𝜎𝑅) ⩽ 2%.
Further adjustment of the tap weights leads to the ability of the two subset generalized EDAMA
algorithm to converge equalizer. Thus, the adaptation process evolves from the CMA algorithm to
the EDAMA algorithm. As throughout the adaptation 𝑃mis(𝜎𝑅) is kept low, the proposed approach
demonstrates convergence abilities comparable to ones of the CMA; on the other hand, in the steady
state, residual error is the same as for the EDAMA algorithm.

4.2 Simulation Results

Simulations verified the performance and convergence properties of the proposed algorithm. The
signal forming at the equalizer input corresponds to the communication system model described in
Section 1.2. The transmitting signal was generated using standard 32-QAM constellations. Accord-
ing to the previously described communication system model, the signal forming block incorporated
the transmitter’s pulse-shaping and the receiver’s matched filters. The multipath phenomenon emu-
lation was performed using a two-ray propagation model described in Section 1.3. The depth of the
notch utilized as the channel was equal to 10 dB and 15 dB.

The results of the simulations are illustrated with convergence curves, which show the depen-
dence of the residual error on the iteration, or clock cycle, number. The residual error, in this case,
is calculated as the difference between the output radius and the radius of the estimated symbol. For
each parameter set, 200 Monte Carlo runs of the simulations were performed.
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Fig. 4.1. Misadjustment probability 𝑃mis(𝜎𝑅) dependence on the standard deviation 𝜎𝑅 of noise-like
signal

Fig. 4.2 shows the simulation results for the 10 dB deep notch blind equalization in the case of 32-
QAM signal. The switching threshold is chosen to ensure the misadjustment probability 𝑃mis(𝜎𝑅) =
2 %.
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Fig. 4.2. Equalizer convergence plots for CMA, EDAMA, and the switching approach for the 10 dB
deep notch channel

The experiments show that the switching approach ensures low residual error, as at the final
stage of this algorithm it uses the EDAMA cost function. On the other hand, it converges much
faster because of the lower number of misadjustments at the initial stages.

In the second experiment, the same signal has been passed through the channel represented by a
20 dB deep notch. The convergence curves for this simulation are given in Fig. 4.3. As previously,
the misadjustment probability is kept 𝑃mis(𝜎𝑅) = 2 %.
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Fig. 4.3. Equalizer convergence plots for CMA, EDAMA, and the switching approach for the 15 dB
deep notch channel

As previously, the switching approach converged with lower residual ISI comparing to the CMA.
Notably, the EDAMA algorithm failed to converge because of high misadjustment probability. On
the other hand, as the proposed approach’s final stage, EDAMA ensured low residual error.

4.3 Conclusions

This chapter is devoted to the possibility of using blind equalization algorithms that are best suited
to the current channel parameters and the degree of equalizer adjustment. In summary, the following
considerations should be noted.

• It has been shown that for each unique union of adjacent constellation circles, the dependence
of the probability of misadjustment of the equalizer is a monotonic growing function of the
standard deviation.

• It has been demonstrated that the set of unique unions of adjacent constellation circles can be
ordered so that the probability of misadjustment of the equalizer for each successive algorithm
is greater for the same value of standard deviation.

• It has been demonstrated that the standard deviation estimate is independent of the transmitted
symbol and can be obtained from the signal variance estimate.

• An approach in which, in the process of adjusting the equalizer and reducing the dispersion of
the output signal, the cost function switches to an algorithm with a large number of detection
zones was proposed.

• It was proposed to use a stop-and-go approach to adjust the equalizer in the case of the unidi-
rectional equalization of two algorithms.

• The simulation results showed that the proposed approach provides the adjustment speed
of CMA and the residual error level of EDAMA.
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5 FPGA IMPLEMENTATION AND FIELD
MEASUREMENTS

5.1 Design Objectives

The IP core to be implemented is a linear complex half-baud-spaced blind equalizer. It is realized
using the direct form complex equalizer structure, consisting of four real finite impulse response
(FIR) filters. The IP core operates twice the symbol frequency and uses two clock-enable signals: one
operates twice the symbol frequency, and the other operates at the symbol frequency. The equalizer
output and tap coefficients are updated once per symbol period. The equalizer is configurable and
capable of working with QAM modulation orders from 4-QAM to 128-QAM. Several debugging
functions designed to evaluate the equalizer performance have also been implemented on the VHDL.
There are two pipelining stages: the first stage is after the equalizer output is generated, while the
second stage follows the error signal calculation. The primary goals of this implementation are:

• to implement an IP core of a dynamic complex equalizer for QAM signals in Matlab and
implement this core in VHDL;

• to design the debug constructions that allow the construction of the equalizer’s convergence
curves in the FPGA and download them;

• to verify a possibility of the designed device to mitigate the multipath propagation effects for
QAM modulation of the order from 4-QAM to 128-QAM;

• to connect the blind equalizer IP core to the QAM receiver to test equalization capabilities
using physical-world signals.

5.2 Fixed-Point Arithmetic Implementation

The practical implementation of the algorithm in FPGA requires a transition to integer arithmetic.
The equalizer input signal was digitized using a 12-bit ADC, then processed while maintaining the
bit depth. Empirically, it was found that using 16 bits to represent the value of the coefficients is
sufficient to ensure the convergence of the equalizer. Also, with this number of bits, the equalizer
does not increase the dispersion of the output signal. In the previous chapters, the expression for
updating the coefficients was presented as:

𝑐[𝑙, 𝑘 + 1] = 𝑐[𝑙, 𝑘] − 𝜇 (|𝑠ex[𝑘]|
2 − 𝑅2

𝑗 ) 𝑠ex[𝑘]𝑠∗
in[𝑘 − 𝑙], (5.1)

where 𝑅𝑗 is dispersion constant for current detection zone.
Expression (5.1) shows that updating the equalizer tap weight depends on the corresponding

input sample and сommon value for all coefficients on a given cycle. Getting this value requires
the product of three variables, which increases the word length of the result. Preservation of the
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adjustment accuracy with a decrease in the bit width of this value is ensured by switching to floating-
point arithmetic with a radix of 2. The value is converted to a fixed-point number using a multiplexer
when updating the equalizer tap weight. Note that the step-size coefficient is applied as a power
of two without a mantissa to simplify implementation. Updates of the equalizer taps weights are
averaged using 32-bit accumulators. The 16 most significant bits of these accumulators are used as
equalizer coefficients.

5.3 Blind Equalizer Implementation

It was noted that the practical implementation of the proposed algorithm consists of four real filters
with variable dynamic tuning coefficients. Each contains a half-baud-spaced 35-tap delay line and
is implemented in direct form using built-in multiply-and-accumulate blocks. The delay line also
stores the input signal samples needed to generate the coefficient update. Calculating these values
 requires performing the steps described in Section 5.2. In practice, a stable implementation requires
them to be divided into several clock cycles. Therefore, maintaining the correspondence of the input
signal sample and the equalizer tap requires an increase in the length of the filter delay line.

The proposed algorithm offers a cost function that requires detecting the received signal. The
boundaries of the detection zones and the dispersion constants of these detection zones are stored in
a distributed random access memory. Their use in coefficient update calculation involves a number
of multiplexers. Switching between algorithms with a different division of the constellation into
detection zones requires an estimate of the output signal dispersion. Averaging, in this case, is
performed by a first-order narrow-band low-pass filter with an infinite impulse response. A control
node is also implemented that uses hysteresis decision-making to switch between algorithms.

The simulations of the implemented IP core was performed in Xilinx Vivado environment. The
results are illustrated for CMA, EDAMA, and generalized algorithm for 10 dB and 15 dB notch
channels in Figs 5.1 and 5.2, respectively.

The steady-state performance of the VHDL implemented algorithm is nearly identical to that of
the floating-point algorithm for all simulations.

5.4 FPGA Test Environment Implementation

The evaluation of the performance of an equalizer is based on its ability to converge under given
conditions. The convergence curves are necessary to draw conclusions about the adequacy of the
proposed implementation. Since, in the case of FPGA implementation for 20–40 MHz bands, the
equalizer convergence time is measured in tens of microseconds, the curve should be built automat-
ically in FPGA.

To build a convergence curve, an estimate of the variance of the output signal, calculated in the
equalizer, is used. After the equalizer exits the reset state, the saving of convergence curve values is
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Fig. 5.1. Convergence curves for CMA, EDAMA, and the proposed algorithm in the case of the
10 dB notch channel
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Fig. 5.2. Convergence curves for CMA, EDAMA, and the proposed algorithm in the case of 15 dB
noth channel

controlled by a free-running counter. Once every certain number of cycles, the value of the variance
estimate is sampled. The intersymbol interference value for the modulation used is estimated based
on the dispersion value. The obtained value is afterward written into a memory block. After the
equalizer converges, the stored values are read in from the FPGA.

5.5 Implementation Results

Verification of the implemented block took place at several stages of development. First, separating
the math involved in updating the equalizer weights into a chain of simple actions and the pipeline
resulted in increased latency in the equalizer feedback loop. Secondly, the transition to fixed-point
arithmetic can be interpreted as introducing an additional noise component into the values   of the

41



coefficients. Both of these operations were performed in the Matlab environment, after which the
simulation was restarted. After that, the finished model was rewritten in the VHDL language. Several
single launches were made in the Vivado Simulator with signals synthesized in Matlab fed to the
equalizer input to check the bit-to-bit compatibility between the models. The goal, in this case, was
to obtain a signal at the output of the equalizer identical to that in the Matlab environment.

After verification, the IP core was synthesized using Xilinx Vivado. The compiled core was
incorporated into the QAM modem project. The final device, which is the receiving part of the
data transmission system based on QAM, was tested in the field. The ability to converge at initial
deep notches was demonstrated on a multipath emulator. Connecting the device to a line of multiple
analog repeaters has shown improved performance in the event of band-limiting and system ripples.
Inside the FPGA, the equalizer weights were repeatedly reset and the MSE was read at the equalizer
output as a function of time. Thus, as a result of averaging, convergence curves were obtained for
each of the equalizer algorithms. The resulting convergence curves are shown in Fig. 5.3.
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Fig. 5.3. FPGA read convergence curves for CMA, EDAMA and the proposed algorithm in the case
of 15 dB notch channel

5.6 Conclusions

This chapter was devoted to the implementation of blind equalization algorithms on VHDL and
subsequent verification of their performance in FPGA. In this regard, the following points should be
noted.

• The problems of equalization and adjustment of the equalizer coefficients were decomposed
into simple mathematical or logical operations to enable their description in VHDL.

• The decomposition of logically related operations into groups was carried out to ensure the
possibility of their implementation in a parallel environment.
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• The detection implementation was optimized in order to minimize the resources used by the
FPGA.

• Rounding and implementation of blocks in integer arithmetic and with a limited word length
was made.

• The created IP core was incorporated into the existing QAM modem project, and its perfor-
mance was verified.
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FINAL CONCLUSIONS

This Doctoral Thesis is devoted to the issues of blind equalization of QAM signals. The author has
proposed several approaches to forming cost functions for blind equalization algorithms. Practical
implementation and field tests of the final device showed the engineering viability of the proposed
technique for blind equalization. In particular, the alignment algorithms presented in the Thesis si-
multaneously provide a high convergence capability under conditions of significant initial multipath
distortion. At the same time, these algorithms show a low residual error level in the signal at the
output of the equalizer after its adjustment. This feature eliminates the necessity of usual switching
to decision-directed channel changes tracking algorithms after converging the equalizer. The prac-
tical applicability of the proposed solutions also justifies finding a commercial application of the
developed device.

The most important results of the research carried out within the framework of this Doctoral
Thesis are as follows.

• The work suggests the optimal calculation of detection thresholds for estimating the received
symbol at the output of the equalizer. A combination of methods for calculating thresholds
and a CMA-based equalizer adjustment cost function is proposed in [38]. This algorithm
makes it possible to reduce the residual error level down to zero in the absence of noise at the
equalizer input and its infinite length.

• A probability density was proposed as a metric for assessing the equalizer misadjustment
probability at a certain radius of the output. As a solution to reduce misadjustment proba-
bility, in [39], it is proposed to merge constellation circles in regions of high misadjustment
probability density.

• The Thesis proposes switching between algorithms with different combinations of constel-
lation circles to consider the level of variance in the output signal. The approach was first
described in [40] and showed a high convergence capability with a low residual error level.

• Practical implementation and verification showed the characteristics of the proposed algo-
rithms corresponding to the simulations. Some implementation details were published in [37].

Thus, we can conclude that the proposed methodology of QAM signals equalization is practi-
cally applicable and that the objective set for this Thesis has been successfully achieved. Moreover,
the results obtained can be easily extended to more sophisticated communication schemes that use
the QAM concept.
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