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GENERAL DESCRIPTION OF THE WORK

The Urgency of Subject Matter

Numerous sectors are currently in the midst of digital transformation, resulting in shifts within pertinent markets, strategies, and methodologies. Full automation, where the need for smart control of industrial robots would probably be absent, is possible mostly in large enterprises as it requires significant resources, however, 99% of enterprises in the manufacturing sector, which is also one of the main practical beneficiaries of the work carried out in this Thesis, are SMEs [1].

For SMEs, resources to implement fully automated processes that would avoid unstructured and dynamic environments can be limited. So, smart approaches and novel technologies are required. However, these technologies require new skills, possibly re-skilling. But we are also in front of a skill gap where Europe’s workforce is ageing [2], and there is a decrease of new students interested in STEM subjects, which is going to be a very big issue in the future in having personnel with the required skills for operating complex systems, including AI-based robotic systems. Mainly since such high-level qualifications are needed throughout many sectors with a forecast to increase [3].

There is a clear need for technologies that can achieve more human-like performance, are easy to deploy, reconfigure, and operate and are essentially more friendly for SMEs and address their challenges in a more agile way. Smart industrial robots are one of the ways how this global challenge can be tackled by being adaptive to both dynamic environments and the variety of tasks they need to complete. However, current state-of-the-art approaches still require substantial manual work for programming robots or preparing data for relevant algorithms.

The Objectives of the Thesis

The Thesis addresses the smart control methods for industrial robots, their applications, and learning strategies. Particularly, efficient data preparation, computer-vision-based robot control, and knowledge acquisition from humans through demonstrations. The primary aim of the Thesis is to research and develop novel techniques in these fields and, therefore, improve the potential deployment of industrial robots for working in dynamic environments and advancing such systems’ operability. Several tasks have been defined to reach the aim of the Thesis:

- to perform a review of the literature on smart control methods for industrial robots;
- to formalize the concept of smart control of industrial robots;
- to research and develop efficient data preparation methods for computer-vision-based robot control;
- to research and develop a methodology for human demonstration incorporation in the knowledge acquisition process;
• to construct an experimental setup and apply the proposed methods in demonstrations;
• to draw conclusions about the Thesis results.

Research Methodology

The initial objectives of the Thesis are addressed through analytical research methods. Analytical techniques are employed to review the existing literature within the field systematically. This process serves to identify challenges while also facilitating the proposal and development of novel techniques for the smart control of industrial robots. Programming languages such as C++ and Python are utilized for implementation and validation purposes. Subsequently, rigorous testing and validation procedures are conducted to assess the attained levels of precision across various tasks. The efficacy of the developed methods is substantiated through their integration into several demonstrations. These demonstrations serve as comprehensive tests of the methods’ functionality and effectiveness in real-world scenarios. By subjecting the methods to practical applications, their performance is evaluated, and any refinements are made to ensure their robustness and reliability.

Scientific Novelty and Main Results

The Thesis results in novel methods for industrial robotic systems in the fields of efficient data preparation, computer-vision-based robot control, and knowledge acquisition from humans through indirect demonstrations.

Smart industrial robot concept. The identification of core functionalities within the smart control of industrial robots was fueled by the exploration of current trends in robot control leading to a formalization of the concept of smart control of industrial robots following the principle of ”see-think-act”. The concept is a broad view of smart industrial robots consisting of such functionalities as perception; high-level instructions and context-aware task execution; knowledge acquisition and generalization; adaptive planning.

Synthetic data generation methodology for training data acquisition demonstrates its feasibility and potential for deep-learning-based tasks. Synthetic data generation frameworks show promising results for industrial robot pick and place tasks in a bin-picking setup for simple-shaped objects (cylindrical shaped and parallelepipedic shaped objects) and can not only supplement real data when the variety of real training data is insufficient but also completely replace real data and still perform reliably in real-world settings. The use of synthetic data generation in robotic systems remarkably decreases the required time and manual efforts within the data generation process, therefore, increasing the maintainability of smart robotic systems and essentially improving the usability of modern computer vision methods in manufacturing settings.

Computer-vision-based robot control exploits the synthetic data generation methodology, the respective deep-learning models in computer-vision-based robot control for grasp pose estimation are trained solely on synthetic data. The achieved results show the ability to effectively tackle
current manufacturing challenges efficiently, addressing maintainability and usability issues of complex AI-based robotic systems. The synthetic image generator also has a critical role in the evaluation process, forming a novel validation framework. Its versatility enables a rapid evaluation of various aspects of both the proposed techniques and other possible approaches, providing tentative precision results that demonstrate the viability of the specific use case. Thus, the synthetic data generation approach is a powerful tool in the iterative development and optimization of computer-vision-based robot control systems.

**Imitation-learning-based robot control** incorporates indirect human demonstrations in knowledge acquisition process. A methodology is proposed, and a framework is developed for turning raw data acquired by motion capture equipment into demonstrations for training neural networks for accomplishing the throwing task of waste plastic bottles. The solved task itself expresses the novelty by increasing the reach of industrial robots and potentially decreasing the cycle times by throwing objects. The proposed methodology, however, eases the programming of industrial robots. Even though some steps are application-specific, the methodology is adaptable to different scenarios, serving as a novel framework for indirect human demonstration utilization in imitation-learning-based robot control.

**Thesis Statements to Be Defended**

1. The utilization of synthetic data in the training process for simple-shaped object detection in bin-picking setup reduces the required manual effort, whilst trained models are able to detect at least one object in every scene with an IoU threshold above 0.95.
2. For computer-vision-based robot control in the case of simple-shaped objects, at least one valid grasp is found in bin-picking setup in more than 99% of scenes when computer-vision algorithms have been trained solely on synthetic data.
3. The learned trajectories for an object-throwing task by utilizing indirect human demonstrations achieve cosine similarity of more than 0.98 when compared to the validation dataset and, when executed on a real robot, closely resemble the expert human throwing motions.

**Practical Value and Approbation**

The results presented in this thesis are mostly the result of research activities at the Institute of Electronics and Computer Science, Latvia, in Horizon 2020 Electronic Components and Systems for European Leadership (ECSEL) projects:

- “Artificial Intelligence for Digitizing Industry” (AI4DI, GA:826060),
- “Vision, Identification, with Z-sensing Technology and key Applications” (VIZTA, GA:826600),

Horizon 2020 project:
• “Digital Technologies, Advanced Robotics and increased Cyber-security for Agile Production in Future European Manufacturing Ecosystems” (TRINITY, GA:825196). Horizon Europe, Key Digital Technologies Joint Undertaking (KDT JU) project:
  • “Edge AI Technologies for Optimised Performance Embedded Processing” (EdgeAI, GA:101097300).

National funding projects:
  • Latvian Council of Science, “Smart Materials, Photonics, Technologies and Engineering Ecosystem” project No. VPP-EM-FOTONIKA-2022/1-0001, MOTE,
  • Latvian–Lithuanian–Taiwanese scientific cooperation support fund’s project “Development of microrobot based on visual recognition and machine learning for manipulation of individual living cells”, No. LV-LT-TW/2021/8, 2020-2023, RoVam,
  • Project No. 1.2.1.1/16/A/002 “Competency centre for Latvian Electrical and optical manufacturing industry” Research no. 11 “The research on the development of computer vision techniques for the automation of industrial processes”, DIPA.

The results are presented in several published papers in various scientific journals [4–10], scientific conferences [11–13], and book chapters [14,15]. Part of the research activities of the Thesis are included in the “Smart robot system with advanced vision, sensing, and human gesture understanding capabilities” which was evaluated by the Latvian Academy of Sciences in the annual Science Achievements’ Competition as one of the most significant scientific achievements in Latvia in 2022¹.

Structure of the Thesis

The Thesis consists of 125 pages, 57 figures, six tables, a list of 166 literature sources, and two appendices. It contains six chapters. Chapter 1 is an overview of smart industrial robot control methods. It begins with a formalization of the smart industrial robot concept, including the identification of the core functionalities, continues with an overview of different control strategies, and lists the identified challenges and open issues at the end. Chapter 2 shows the developed synthetic data generation techniques and usage in deep-learning-based tasks. Chapter 3 builds upon the synthetic data generation approaches for usage in robotic systems, namely as computer-vision-based robot control. Chapter 4 explores learning from human demonstrations, therefore, imitating humans and realizing imitation-based robot control. Chapter 5 describes the experimental setup and demonstrations where the developed approaches are applied and qualitatively evaluated. The conclusions about the developed methods and test results are presented in Chapter 6.
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1. OVERVIEW AND TRENDS OF SMART CONTROL METHODS FOR INDUSTRIAL ROBOTS

The need for smart industrial robot control methods arises when there is uncertainty in the environment. With the environment in this context, we mainly understand the region in the environment that can be reached by the robot, e.g., the robot’s workspace. Typically this workspace scales down to a region of interest (ROI) or objects of interest to which the robot is manipulating. Nevertheless, there can be different types of uncertainties in the robots’ workspace, such as randomly placed objects [4], dynamic obstacles [16], and human presence, etc. Usually, such tasks cannot be preprogrammed, and the robotic system strictly depends on the information it receives from the environment and the learned strategies. Additionally, there is also a need to reduce the time spent on programming industrial robots, as traditional approaches of handcrafting trajectories [17] is a laborious, complicated and error-prone task.

1.1. Smart industrial robot concept

Smart industrial robot control is an important element, yet only a fraction of the smart manufacturing ecosystem. In the Thesis, and especially in this section, the focus is concentrated on components, methods and strategies that act as enablers of smart industrial robot control. The overall concept of smart industrial robot control follows the principle of “see-think-act”. The diagram illustrated in Fig. 1.1 is built upon this principle and integrates such core functionalities of smart industrial robots as perception, high-level instruction and context-aware task execution, knowledge acquisition and generalization, and adaptive planning.

1.1. Fig. Smart industrial robot concept [6].
1.2. Computer-vision-based control

Computer-vision-based methods, in combination with the control loop of the robot, are one of the most common approaches [18] to deal with the environment’s uncertainty and interact with it. Several different scenarios or combinations of conditions can be distinguished, such as working with overlapping, similar, different, multiple, complex objects with undefined positions, etc. Additionally, the objects can be known, and whether the information is available beforehand or otherwise, the objects are unknown. Some combinations of conditions make the task more complex and vice versa, and accordingly, available methods are similar for some scenarios. The required industrial robot control methods can briefly be distinguished in two different cases, respectively:

- tasks that require the robots’ end-of-arm tooling (EOAT) to be precisely positioned for the entire trajectory;
- tasks that require explicit grasp planning.

The application scenarios for the second task have the most occurrence in modern industrial robot use cases. Typically this can be a region of interest that includes multiple, obstructed or complex objects requiring specific grasping approaches. One of the most common robotic grasping problems in industry settings is bin-picking [19]. Accordingly, this problem has been addressed for several decades [20]. Bin-picking is a task where arbitrarily placed objects that overlap each other in a bin must be taken out and placed in a dedicated position and orientation. Historically this problem has been addressed as one of the most significant robotic challenges in manufacturing automation [21]. As many different combinations of conditions can be present in this problem, the proposed methods that tend to solve this task also cover most of the robotic grasping issues.

Vision-based grasping approaches can be divided into analytic or data-driven methods, where analytic methods focus on analyzing the shape of the target object, whereas data-driven methods are based on machine learning [22]. Learning-based approaches tend to be more generic and flexible in dealing with uncertainties of the environment and, therefore, also more promising in the smart manufacturing context. Model-based and model-free learning-based grasping approaches can be distinguished, respectively, by working with known or unknown objects.

1.3. Imitation-learning-based control

The ability to utilize expert behaviour and learn about tasks from demonstrations is the basis of imitation learning [23]. The two major classes of imitation learning are behavioural cloning and inverse reinforcement learning. Behavioural cloning is often referred to as learning a policy that directly maps from the state to the control input. Alternatively, recovering the reward function from demonstrations is referred to as inverse reinforcement learning [24]. The demonstra-
tions can be acquired directly and indirectly, such as teleoperation, kinesthetic teaching, motion capture, virtual/augmented reality and video demonstrations [25]. In contrast to direct teaching, indirect teaching does not directly control the robot. Such systems typically learn from visual demonstrations [26] and wearable devices [27] by capturing human motions to generate trajectories for robots. When it comes to the use of motion capture data, previous work in the robotics and imitation learning corner is quite sparse.

1.4. Identified challenges and open issues

1.4.1. Availability of the data

The collection and processing of data for machine-learning tasks, including smart industrial robot control, are vital, with data-related tasks taking up a significant portion of time in AI projects, as indicated by [28]. Different data collection techniques are employed based on use cases, and openly available datasets can be adapted for specific model training needs in fields like autonomous driving [29], household object recognition, people detection, and machine translation [30]. However, the rapidly changing product variety in smart manufacturing leads to low re-usability of existing datasets. Manual labelling methods are impractical due to time and cost constraints and the need for expert knowledge, potentially causing human errors. On the other hand, synthetic data generation, utilizing physics and graphics engines, reduces the time required for labelling by replicating real-life environmental uncertainties; however, there is a lack of comprehensive studies in the manufacturing environment.

1.4.2. Maintainability and usability

The literature review also focused on identifying challenges in integrating and deploying smart control methods for industrial robots, emphasizing the importance of software quality characteristics defined in ISO/IEC 25010 [31] and corresponding measures in ISO/IEC 25023 [32]. Maintainability and usability were identified as crucial elements for successful smart industrial robot deployment and control. Maintainability involves efficiently modifying the system to adapt to changes, while usability ensures ease of use for specified goals without deep technical knowledge. The proposed techniques provide valuable insights into addressing system deployment and adaptation concerns, such as computer vision-based solutions combined with robots and the potential of imitation learning to transfer knowledge efficiently.
2. SYNTHETIC DATA GENERATION FOR DEEP-LEARNING-BASED TASKS

Even though modern object detection methods are effective at detecting traffic signs, pedestrians, household objects, etc., the methods fall short in industrial settings due to a lack of training data. The proposed method utilizes modern graphics engines to generate realistic data for training neural networks for deep-learning tasks in industrial-specific scenarios, where data can be use-case-specific and change over time. The focus is concentrated on generating versatile data with a vast amount of adjustable parameters. In this case, the data of unobstructed objects in the corresponding orientation is extracted to train AI models only on the objects that have the highest probability of resulting in a successful grasp when the model is deployed. The object detection described in the experiments of this section serves as the first step in the whole pick and place process, and only information about the most promising objects that could be grasped is then processed further.

The main aim of this task is to automate the systematic rendering of highly realistic synthetic pictures to generate data sets for training the object detection algorithm. The image generator obtains images by arranging any kind of objects that have 3D models within a virtual 3D scene from which it renders highly realistic images. In this case, it is a box with simple-shaped objects – white bottles. By tuning parameters of the 3D scene such as an object, camera and light positions, object colour or texture and surface properties, brightness, contrast, and saturation, a large image diversity can be generated in resolution and levels of realism depending on the user’s needs. By further exporting relevant ground truth data from the 3D scene, including the location and orientation of objects within a rendered image, the generated data is fully annotated.

By sampling all possible configurations of objects and image parameters within the 3D scene (in arbitrary, user-defined granularity), a modification space is defined, allowing for the automated generation of large synthetic data sets, for which the diversity of images is controlled by the user. By systematically defining appropriate scenes and modification spaces, the image generator can be used to generate not only training and validation data sets in sufficient quantity (overcoming a lack of training data, which is often a limiting problem) but, in general, also allows for generating data sets specifically designed for specific experiments later on (e.g. to compare across different classification models or to extract specific insights of the algorithm).

2.1. Datasets

For the feasibility evaluation of synthetic data on corresponding experiments, the real data was gathered by randomly distributing bottles in a box. For each of the acquired images, the positions of the bottles were altered. The intensity of lightning and camera exposure time was systematically modified to acquire a high diversity of different lighting conditions. In total, for
training purposes, 2200 real images were acquired and manually labelled, from which 1760 images were for training and 440 images for validation purposes. Furthermore, the training and validation datasets were rotated four times by 90 degrees, in total, resulting in 7040 training images and 1760 validation images. Two test datasets were gathered and manually labelled; the first dataset Test 1 was captured in similar conditions as the real training dataset; however, Test 2 was captured with a different camera and in different conditions. The synthetic dataset was generated in the same amount as the real dataset, consisting of 8800 photo-realistic high-resolution scenes.

2.2. Evaluation metrics

The most commonly used metric to measure the accuracy of object detection in the images is average precision (AP), which is also utilized in this section to evaluate the performance of object detection in the experiments. In this case, variously set (0.5–0.95) intersection over union
(IoU) thresholds are used to perform AP measurements.

\[ IoU = \frac{\text{area of overlap}}{\text{area of union}} \]  

(2.1)

\[ \text{class}(IoU) = \begin{cases} \text{Positive} & \text{IoU} \geq \text{Threshold} \\ \text{Negative} & \text{IoU} < \text{Threshold} \end{cases} \]  

(2.2)

With the IoU, the overlapping area is measured between the ground truth and the predicted bounding box, and the precision is evaluated over different thresholds. True positive (TP), false positive (FP), and false negative (FN) estimates for each detected object are used to calculate precision and recall to perform AP measurements.

\[ \text{precision} = \frac{TP}{TP + FP} \]  

(2.3)

\[ \text{recall} = \frac{TP}{TP + FN} \]  

(2.4)

\[ AP = \int_0^1 p(r)dr \]  

(2.5)

, where \( p(r) \) is the interpolated precision at each recall level \( r \). The integral represents the area under the precision-recall curve.

2.3. Results

The performance and precision of the proposed synthetic data generation approach were evaluated by various aspects. First, the object detection performance was investigated with deep learning models trained using different ratios of synthetic and real data combinations and by utilizing the maximum amounts of the acquired data. Starting with 100 % of real data, the real data ratio was incrementally decreased by 10 % at the time by substituting it with the synthetic data as depicted in Table 2.1.

The evaluation was performed on the described datasets – Test 1 and Test 2. Object detector evaluated on data close to real training data (Test 1) scored similar average precision results when real data amount was higher than synthetic data, as depicted in Fig. 2.3(a). This also
2.1. Table

<table>
<thead>
<tr>
<th>Data distribution</th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Step</td>
<td>Step</td>
</tr>
<tr>
<td></td>
<td>AP @0.5:0.95</td>
<td>OD %</td>
</tr>
<tr>
<td>Real</td>
<td>Synthetic</td>
<td>Real / Synthetic ratio %</td>
</tr>
<tr>
<td>8800</td>
<td>0</td>
<td>100 / 0</td>
</tr>
<tr>
<td>7920</td>
<td>880</td>
<td>90 / 10</td>
</tr>
<tr>
<td>7040</td>
<td>1760</td>
<td>80 / 20</td>
</tr>
<tr>
<td>6160</td>
<td>2640</td>
<td>70 / 30</td>
</tr>
<tr>
<td>5280</td>
<td>3520</td>
<td>60 / 40</td>
</tr>
<tr>
<td>4400</td>
<td>4400</td>
<td>50 / 50</td>
</tr>
<tr>
<td>3520</td>
<td>5280</td>
<td>40 / 60</td>
</tr>
<tr>
<td>2640</td>
<td>6160</td>
<td>30 / 70</td>
</tr>
<tr>
<td>1760</td>
<td>7040</td>
<td>20 / 80</td>
</tr>
<tr>
<td>880</td>
<td>7920</td>
<td>10 / 90</td>
</tr>
<tr>
<td>0</td>
<td>8800</td>
<td>0 / 100</td>
</tr>
</tbody>
</table>

2.3. Fig. Average precision of object detection models on real images over different IoU thresholds, viewed by the ratio of real to synthetic data in the training datasets [12].

holds true for higher IoU threshold values from 0.85 to 0.95. All of the trained models showed similar average precision results in the IoU threshold region from 0.5–0.8. The main difference can be seen in the case when the model is trained on purely synthetic data, as the precision remarkably decreases. A different situation can be seen when the object detector is evaluated on a test dataset that contains different environmental parameters – Test 2. In this case, the synthetic
data supplements real data and increases average precision whilst achieving the highest precision on a 50/50 ratio. Similarly, as with the evaluation results on Test 1 dataset, also in this case, the object detector trained on purely synthetic datasets showed the least precision.

![Image](image1.png)  
(a) Test 1  
(b) Test 2

2.4. Fig. Results visualized over different data sets.

The real data still outperforms synthetic data if we are solely analysing the object detectors’ average precision; however, in smart control of industrial robots, it is not that crucial to have precise information about all the objects in the scene, as typically only one object can be grasped anyway, after which the scene has changed and needs to be perceived again. Respectively, the goal is to detect at least one object in the scene with an IoU threshold above 0.95. The obtained results on this aspect are depicted in Table 2.1 under columns Object Detected (OD). On both test datasets, the trained models could meet this requirement, except in the Test 2 case, when the model was trained on purely real data and in the following 90/10 ratio, proving the first statement. Overall, in most cases when the real data ratio was higher than synthetic data, the model achieved higher precision ratings. Whereas the achieved precision is sufficient in the case of simple-shaped-rigid objects for the computer-vision-based control. Thus, by diversifying the training dataset with synthetic images, a precision increase can be observed; however, when the synthetic ratio is over 50 %, the precision decreases.
3. COMPUTER-VISION-BASED CONTROL

To increase the applicability of industrial robots and enhance their autonomy, the integration of AI techniques and computer vision-based control is pursued. Traditional robot programming is challenging and requires expertise, but computer-vision-based control enables robots to perceive and understand the environment, performing tasks in dynamic conditions. However, the complexity of developing such systems increases due to the need for additional processing of environmental data. Motion planning is also crucial to ensure precise and collision-free movements in dynamic environments. Synthetic data is used to drive experiments and develop computer-vision-based robotic systems.

3.1. Grasp-pose estimation and grasp planning

Computer vision algorithms give valuable information about the environment and particularly, in this case, about the objects and where they are located in the workspace. The object detection algorithms have been trained to detect only the objects that are most likely to result in a successful grasp. Also in this matter, the results show that in every scene with a model trained on completely synthetically generated data, at least one object with an IoU threshold over 0.95 is detected.

In case when objects overlap each other in a pile, as illustrated in Fig. 2.3, the position of objects varies in three dimensions respectively the objects are positioned also in different depth levels. For scenarios when the object just needs to be grasped and placed without any additional manipulation steps or a need for precise placing, the pick-and-place cycle can be completed with object detection as the main computer-vision functionality. After object detection, the grasp pose is estimated by aligning the RGB information with respective depth information in the region typically acquired by RGB-D sensors/3D cameras. Depth information in RGB-D images is aligned with the corresponding image pixels, providing information on how far from the camera the region of interest is located. The region of interest in this case, is a circle shaped area around the centre point of the detected object. From this area, the approach angle is calculated by principal component analysis.

For precise manipulation of object or placement, the 2D object detection part itself falls short, as in this way, the object is localized only in 2D space with a bounding box that includes the object and some area around it. The detection results cannot be directly used to determine the orientation of the object, which is required for precise placement or other manipulation procedures. Therefore, the detected area is utilized further by the object segmentation algorithm. Segmentation determines which class every pixel of an image belongs to. Instance segmentation, however, is a type of segmentation that differentiates among pixels belonging to different instances of the same class. With this information, a visible shape of a specific object is acquired and used to determine the grasp pose of an object, which in turn is handy for picking up and ma-
Manipulating the object. For the object segmentation task, the Mask R-CNN algorithm is utilized, where the neural network is trained on purely synthetically generated data.

3.1. Fig. Different scenarios that include segmented objects with calculated grasp positions.

The information returned by object segmentation allows to precisely determine the longitudinal direction of the object and other specific features of the object, for example, in the case of the bottle, also the top and bottom parts of it can be identified. After mapping the acquired information to corresponding depth information, the grasp pose is calculated, similarly as described previously. The grasp pose is also illustrated in Fig. 3.1 with the axis symbol.

3.2. Robot-control

The grasping process itself is usually split into several parts that typically depend on the types of gripper and object of interest. In the Thesis, the robot control is mostly connected to two grasping techniques, namely, vacuum grasping and 2-finger grasping. There are some minor differences between both, however, the main grasping phases are similar: approaching the object, coming into contact with the object, increasing the force/vacuum until the object is securely grasped and moving the object until it can be released in the place position. In bin-picking settings, a surrounding-aware visual perception system, in combination with the correct approach and retreat movements, is a remarkably important part of the navigation system. Objects are randomly distributed, and unintended collisions that can occur with the bin, other environmental elements, and the robot itself should be strictly avoided.

Firstly, the data acquisition device, in this case, a 3D camera, and the robot or robots must be operating in the same coordinate system, for which hand-eye calibration is performed. Secondly, the robot control framework needs to be chosen. The way how industrial robots are programmed strongly depends on the robot manufacturer. In terms of flexibility of the system, hardware abstraction is important so industrial robots from different manufacturers can be programmed and controlled in one way. There are multiple frameworks that offer compatibility with different
industrial robot brands, but the most popular of them is ROS-Industrial [33], which is a part of the Robot Operating System (ROS). Thirdly, a crucial aspect is the motion planning part, as in applications where it is not possible to predefine how the robot must move in order to manipulate objects, the motions have to be planned before each move. For this purpose, OMPL and STOMP motion planners were experimentally analyzed and compared in two different scenarios where the STOMP motion planner was chosen according to planning time, computed trajectories and their repeatability and used in the developed robotic systems. Finally, a set of actions that are compliant with an unstructured environment was defined and implemented.

### 3.3. Experimental validation

The proposed computer vision-based control has been experimentally validated for simple-shaped rigid objects. The precision of the estimated grasp pose was measured as a validation metric. The synthetic data generation framework described in Chapter 2 serves for training and validation by creating diverse datasets. A validation pipeline was built using synthetic data with known object positions and orientations. It calculates optimal reference grasp poses for predicted grasps and uses various metrics to compare them. The synthetic data generator from Chapter 2 was enhanced to include object pose outputs, forming the basis of the validation framework. This generates varied validation datasets with different object types, counts, lighting, and placements. These datasets include virtual camera images and annotation files with object information.

The validation dataset is fed into an inference pipeline with data acquisition, object detection, and grasp pose estimation modules to predict grasps. These predicted grasps, along with annotated input images showing grasp locations and orientations, are saved. Each pickable object class has separate inferred grasp data treated independently. Cases with no pickable objects are recorded.

To compare grasps, ground truth object poses and inferred grasp information are required. After inferring on validation data, these steps compute evaluation metrics:

- Compare inferred grasp with ground-truth object positions, finding the closest object based on Euclidean distance. If incorrect type, it’s marked as misclassified and excluded.

- Use target object and reference grasp to compute optimal grasp with type-specific heuristics. For cylindrical bottles, the reference grasp aligns with the object’s central circumference on the XZ plane. For rectangular cans, 4 valid grasps are constructed.

- Save the dataset of each grasp paired with its reference and scene identifier.

The evaluation included generating 1000 scenes with varying object counts (10, 20, 50, 100) per preset. Each preset contained 250 randomized combinations of bottles and cans; an example is illustrated in Fig. 3.4.
The experimental results are summarized in Table 3.1. Both object types show accurate classification with no errors in identifying the object type. Valid grasps were obtained in 99.9 % of bottle cases and 99.8 % of can cases, proving the second statement. Some corner cases may
arise due to dynamic environmental features and object position randomness. Occasionally, all objects could be positioned in a way that does not meet grasp requirements, potentially due to collision with the container. Though this likelihood is low, it is reflected in the results.

The second validation aspect relates to the grasp pose precision. Figs. 3.2 and 3.3 illustrate distance and orientation error distributions for cans and bottles, respectively. On average, errors for both object types stay below +/- 5 mm for position and +/- 5 degrees for rotation. Even with a higher error, the grasp remains valid as long as the point is on the object’s graspable surface. Higher errors might affect post-grasp steps like object placement, depending on the application. The validation framework can recommend an additional repositioning system to ensure accurate object placement.

Real-life deployment could yield differences from synthetic results due to randomly dropped objects, making direct precision evaluation challenging. Therefore, real data testing focused on the system’s ability to grasp at least one object in each scene. Tests with different presets in real-life scenarios confirmed the approach’s success in grasping at least one object per scene without classification errors.
4. IMITATION-LEARNING-BASED CONTROL

In the context of industrial robotics, where tasks mirror human actions, imitation learning is adopted to incorporate human demonstrations into knowledge acquisition for robots. Human actions are recorded, forming explicit demonstration-based training data augmented with indirectly observed variables and control signals. Artificial neural network models are trained to replicate these trajectories as Cartesian motion plans. Motion capture is chosen as an intermediate solution. It eliminates the need for simulated environments, operates in Cartesian coordinates instead of robot configuration space, and avoids complex image processing layers [34–36]. An example use case guides development and evaluation: enhancing a recycling plant robot’s capabilities by enabling object throwing. Although its basic mechanics can be explicitly programmed, it is chosen as a benchmark for robot programming via demonstrations. The task is non-trivial under limited information conditions, suitable for intuitive human evaluation, and allows quantitative assessment of model performance via extrapolated throw accuracy. While the author primarily contributes to conceptualization and methodology, the implementation is done by Pēteris Račinskis, assisted by the author.

4.1. Proposed approach

A high-level overview of the proposed approach is illustrated in Fig. 4.1. Demonstrations are recorded with motion capture equipment, a split and cropped data set augmented with target coordinates and a gripper actuation signal is created. This is used to train neural network models in behavioural cloning. When operating in the open-loop regime, prior model outputs are used to autoregressively predict subsequent states. The resulting sequence can then be fed into a Cartesian motion planner to control a robot.

4.1. Fig. A high-level overview of the proposed approach [8].

The system can be broken down into three main sections – the collection of observations in the physical environment, a pipeline for turning raw observation data into structured demonstra-
4.1. Model Hyperparameters \[8\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Feedforward</th>
<th>RNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
<td>2 dense hidden layers, ReLU</td>
<td>GRU, dense linear output</td>
</tr>
<tr>
<td>Parameter counts</td>
<td>128–1024 perceptrons per layer</td>
<td>128–512 perceptrons in the unit</td>
</tr>
<tr>
<td>Training epochs</td>
<td>20–100</td>
<td>300–1200</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
<td>32</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-4}$</td>
<td>$10^{-3}, 10^{-4}$</td>
</tr>
</tbody>
</table>

System performance was evaluated, and design feedback was obtained in two main ways. First, qualitative observations of the generated trajectories were made using spatial visualization in a virtual environment, followed by execution on simulated and real robots. When satisfactory performance was attained, a series of quantitative metrics were computed for comparing system outputs with training and validation datasets on different model architectures and hyperparameter sets.

Two classes of parametric models were studied as part of this task – simple feedforward neural networks and RNNs, operating autoregressive. After an initial hyperparameter discovery process, the values in Table 4.1 were arrived at for both model types respectively.

The basic model footprint is given as follows:

$$ (r_{t+1}, q_{t+1}, g_{t+1}) = \pi_{\theta} \left( \frac{t}{f_{\text{sample}}}, r_t, q_t, g_t, r_{t_{\text{target}}} \right) $$  \hspace{1cm} (4.1)

where $r_t, q_t, g_t$ represent the end effector translation vector, orientation quaternion and gripper actuator signal, respectively, at time step $t$ in both the input and output. The input is augmented with a time/phase signal (discrete time step divided by the sampling frequency, in this case, $100Hz$) relative to the start of the demonstration or generated trajectory, as well as the target coordinate vector $r_{t_{\text{target}}}$ which corresponds to the extrapolated target coordinates in the demonstration data set and commanded throw coordinates at inference. The time signal was added to the input, as it was found that trajectories generated by feedforward networks were liable to diverge without it, and the data sets thus modified were used for all training thereafter.

4.2. Results

Numerous models were trained in both of the architectures. After the initial trial and error process, a systematic training regimen produced the following:

- feedforward networks – a total of 48 models, varying the training data set, presence of a time signal in the features, perceptron counts per hidden layer, and training duration;
- RNNs – 36 models with data set, learning rate, model size, and training length being the
variable parameters.

4.2. Fig. Results – comparison between model architectures [8].

The qualitative aspects of the achieved results – the visual representations of trajectories and their characteristics when executed on a real robot – closely resemble throwing motions as executed by the human experts, suggesting that the selected approach to data collection is adequate for encoding the key features of this task. The same can be said for the fact that a large minority of the feedforward models and a majority of the recurrent ones were able to reproduce a complete throw trajectory for every set of initial conditions in the training and validation data sets. The most important takeaway regarding this aspect of the proposed approach is that augmenting the data with time-step information is important to achieve good performance. Comparing the two proposed model architectures by their best-attained values, in terms of distribution similarity measures such as cosine similarity and Euclidean distance, the results are generally quite good for both, with the RNN having the edge in most distance measures but notably one of the feedforward models demonstrating the highest cosine similarity, proving the third statement.
5. EXPERIMENTAL SETUP AND DEMONSTRATIONS

The developed methods within the Thesis are integrated into several demonstrations serving both as showing the practical use of them and as the final demonstrations in three Horizon 2020 projects:

- “Artificial Intelligence for Digitizing Industry” (AI4DI), described in Section 5.2.
- “Vision, Identification, with Z-sensing Technology and key Applications” (VIZTA), described in Section 5.3.
- “Digital Technologies, Advanced Robotics and Increased Cyber-security for Agile Production in Future European Manufacturing Ecosystems” (TRINITY), described in Section 5.4.

The experimental setup described in the upcoming section, however, serves as the basis for all the listed demonstrations.

5.1. Hardware and software building blocks

The experimental setup is built in a laboratory environment in EDI and within the respective hardware and software infrastructure. The hardware and software infrastructure, except for the high-performance computer (HPC), has been carefully researched and mostly built during the development of the Thesis, including the digital versions of it. The main hardware and common software components used in the experimental setup and demonstrations are described in the following subsections.

5.1.1. Hardware components

**Grippers.** The two main gripping strategies are vacuum gripping and parallel gripping. Both gripping strategies are included in the hardware infrastructure of demonstrators, specifically for the vacuum gripping Schmalz Rob-Set UR [37] is used. For parallel gripping, Robotiq two-finger gripper 2f-140, with a stroke of 140mm, grip force up to 125N and payload of 2.5kg.

**Depth sensors.** The hardware infrastructure for demonstrators contains two depth sensors, Zivid One M and Intel RealSense D415, that vary in parameters like precision, field of view, working range, weight, dimensions, etc.

**Industrial robots.** Industrial collaborative robots (Universal Robots UR5 [38] and UR5e) are used in demonstrators. These robots are ideal for automating low/medium-weight processing tasks. They have a maximum payload of 5kg, an 850mm reach radius, which can be improved with gripper modifications, and a pose repeatability of +/- 0.1mm for UR5 and +/- 0.03mm for UR5e.
5.1.2. Software components

**Robot Operating System.** The whole system communication is done using ROS [39] Melodic Morenia, as it is the ROS version compatible with Ubuntu Linux 18.04 configured on the processing units. All the further described packages are also compatible with this ROS version. ROS-I is being used in the demonstrators as a high-level controller in conjunction with a low-level controller provided by industrial robots.

**State Machine.** The state machine control of the system is done using the SMACC library for ROS. Conceptually, SMACC defines each individual state machine component as an Orthogonal, which also includes a Client. Clients define connections outside of the state machine. In the state machine, transitions between the states are triggered by Events [40].

**Data acquisition.** For unified data acquisition from depth sensors and required data transformations such as 3D coordinate computation from depth data.

**MoveIt!**. The path planning and execution.

**Universal Robot driver.** All the necessary tools for connecting, communicating, and controlling the robots.

5.2. Multi-robot collaboration for bin-picking task

A lot of industrial processes involve operations with a large number of different objects with an arbitrary location. It is hard to automate these kinds of processes because sometimes it is impossible to predetermine the positions of these objects. To overcome this issue, the developed methods within this Thesis are applied in the demonstration of muti-robot collaboration for the bin-picking task. Main functions, including the preparation details for data generation and training, hardware/software components and partitioning, are depicted in Fig. 5.1.

![Fig. Hardware and software partitioning](14)

5.1. Fig. Hardware and software partitioning [14].
The most crucial robot movements are based on the information given by the computer vision system as described in Section 3.1 for rigid objects. It is launched separately from the two robot control programmes. When the robot state machines are launched, they connect to the computer vision system over an IP/TCP connection. When a robot is in a pick state, the first task is detecting the object. This is done by sending a request to the computer vision and artificial intelligence node. All the data is transferred via a standard ROS transport system with request/response semantics. The grasp position \((x, y, z)\) and orientation in quaternion format \((q_w, q_x, q_y, q_z)\) is a response to ROS service request. The returned information is an object’s grasp position in reference to the camera coordinates. This then needs to be transformed in reference to the robot base coordinates. At this point, the given object grasp position and orientation are easily understandable by the robot, which means it can safely move on to the next tasks, which are computing the pick poses, motion planning, trajectory generation and execution.

Overall, the system works reliably and succeeds at the integration of the proposed methods developed within the Thesis. For further illustrative purposes, the demonstration video can be watched by following the link: https://youtu.be/OezRBPVZ1xU.

### 5.3. Handling of waste plastic bottles

The developed demonstration showcases the use of the proposed methods within this Thesis in an Industry 4.0 application, specifically for automating the sorting of waste plastic bottles. The overall demo is shown in Fig. 5.2 and consists of multiple 3D cameras, an industrial robot arm, and a mobile robot. The main author’s contribution is connected to the synthetic data generation methodology and implementation of computer-vision-based robot control and methodology for object-throwing functionality. The main software components are also depicted.

At actual sorting plants, waste bottles are piled on a moving conveyor belt. However, the demo in the laboratory environment is simplified and uses a static table. The demonstration addresses several challenges simultaneously. It is capable of picking objects from piles, even when the objects are identical or highly varied, randomly deformed, and transparent. While the system may be slower than the commonly used jet-of-air type automated sorters, it offers greater versatility and can handle more complex situations and piles. The current gripper-equipped sorters available are only demonstrated in simplified cases, such as picking well-separated objects. Moreover, this demonstrator aims to achieve more human-like performance by showcasing the throwing functionality typically executed by human workers in manual sorting lines. Although not fully integrated, this demonstration shows the potential of the proposed methods in an Industry 4.0 application.

The first task is to detect those bottles in a random pile that can be picked up by the industrial robot. Most often, those bottles are located on the top of the pile and are unobstructed by other objects. The chosen object detectors are based on deep artificial networks and trained in a
supervised fashion. That means a training dataset is needed. It began by acquiring and manually labelling 2030 images of plastic bottle piles. The labelling consisted of drawing bounding boxes around the pickable objects and attaching one of the four class labels to each such object. As this is a long and monotonous labour, synthetic data generation is implemented.

Due to a high amount of variations in object shape and transparency of the object, the approach for estimating the grasp pose was different than in the previous demonstrator and steps described for rigid objects in Section 3.1. Overall, the main task in grasp pose estimation is determining the object’s orientation and depth position. As the objects are transparent, the depth readings are rather ambiguous, and the object can become invisible to the 3D camera from different viewpoints. Also, due to the deformation of objects and possible holes, the grasping of such objects is limited to parallel gripping.

To grasp a detected object, the industrial robot needs to get precise 3D information. Unfortunately, transparent bottles are sometimes also transparent for depth cameras. To tackle this challenge for grasp planning, a narrow beam acoustic sensor was attached to the robotic gripper. By tracking the detected object while moving the industrial robot, it can be placed directly above the bottle. In such a position, the acoustic sensor aims directly under the gripper, giving reliable information about the distance to the object beneath, even if the depth camera does not provide complete information about the object of interest. Even though the grasping process includes additional functionality to grasp transparent plastic bottles, by utilizing the object tracking and acoustic sensor, the construction of robot motions was done by MoveIt! and the state machine similar to the one in the Section 5.2. Additionally, in order to extend the reach of the robot and decrease cycle times, the throwing functionality was incorporated. The video of the demonstration can be watched by following the link: https://youtu.be/UFkkfvVdrpI
5.4. Post office parcel sorting

Internet shopping has led to a surge in postal parcels, necessitating efficient parcel sorting in logistic centres. While high throughput sorting lines automate most tasks, manually singulating and placing parcels on conveyor belts remains a bottleneck. Automating this seemingly simple task poses challenges due to the variety of parcel sizes, shapes, and colours, requiring a flexible computer vision algorithm. The mix of soft and hard objects also presents mechanical design challenges. The parcels are piled and occluded, necessitating careful picking order consideration. A demonstration is presented in this section, using a Universal Robot UR5 to automate the pick-and-place operation. AI-based grasp detection ensures precise handling of arbitrarily shaped objects without additional training. The system integrates easily within any workflow using the ROS framework and addresses the mentioned challenges, emphasizing the reusability of robot control modules and the integration of different sensory data processing packages.

The proposed robotic system for post office package handling consists of multiple modules and is based on the ROS framework. It includes a 6-DOF UR5 robot arm with a vacuum gripper, an RGB-Depth sensor (Zivid), and two processing units for computer-vision-based and robotic motion-based computations. The workflow begins with capturing a 3D workspace image with the RGB-Depth sensor and using a grasp quality convolutional neural network (GQ-CNN) Dex-Net 4.0 to find a grasp pose. The pose is then sent to a robot control state machine, which manages the entire process and robot functions like moving to a desired pose, picking, and releasing objects. The robot control is implemented using the MoveIt! motion planning framework, which handles path planning and hardware communication. After successfully executing a pick and place cycle, the process repeats for the next object.

![Fig. Architecture](https://www.youtube.com/watch?v=32)

5.3. Fig. Architecture [10].

The described robotic system for post office parcel handling was implemented and validated in a lab environment for multiple scenarios with different numbers of packages in the workspace, as can be seen in the video demonstration at https://www.youtube.com/watch?...
The system demonstrated a 100% success rate in clearing the workspace and successfully handling all packages. However, on average, there was a 4.37% increase in additional grasps compared to the ideal one attempt per package. The system achieved a 94.1% successful grasp rate when measuring only one attempt per package. Most of the failed attempts were attributed to grasp poses located on uneven parts where the vacuum gripper could not achieve the required vacuum. This issue could be addressed with a more flexible vacuum cap or increasing the vacuum. In a real use case, a conveyor belt would replace the container for handling the packages.
6. CONCLUSIONS

The Thesis addresses the smart control methods for industrial robots, their applications, and learning strategies. The primary aim of the Thesis was to research and develop novel techniques in the fields of efficient data preparation methods, computer-vision-based robot control and knowledge acquisition from humans through demonstrations and therefore improve the deployment of industrial robots for working in dynamic environments and advancing the operability of such systems. Six tasks were defined to achieve the set aim.

1. To perform a review of the literature on smart control methods for industrial robots. This task was accomplished in Chapter 1. The literature review acknowledged the current state-of-the-art approaches for the smart control of industrial robots. Different control methods and learning strategies were overviewed in detail, which also led to the identification of current challenges and open issues described in Section 1.4, being a basis for the proposed methods in the Thesis. Even though the methods related to smart control of industrial robots have gone through remarkable developments in the last decade, there still are several challenges and unsolved issues, namely within efficient data preparation methods for computer-vision-based robot control and knowledge acquisition process.

2. To formalize the concept of smart control of industrial robots. The task was accomplished during the extensive literature review in Chapter 1. The identification of core functionalities within the smart control of industrial robots was fuelled by the exploration of current trends in robot control, leading to a formalization of the concept of smart control of industrial robots following the principle of “see-think-act”, as illustrated in Fig. 1.1. The concept is a broad view of smart industrial robots consisting of such functionalities as perception, high-level instructions and context-aware task execution, knowledge acquisition and generalization, and adaptive planning. Accordingly, not all of the functionalities are addressed within the Thesis, but only the ones that were recognized as having the highest potential to address the challenges and open issues identified in Section 1.4.

3. To research and develop efficient data preparation methods for computer-vision-based robot control. This task was accomplished in Chapter 2 by developing a methodology for synthetic data generation and further built on in Chapter 3 accomplishing a computer-vision-based robot control. Synthetic data generation frameworks show promising results in deep learning-based object detection tasks and can not only supplement real data when the variety of real training data is insufficient but also completely replace real data and still perform reliably in real-world settings. The use of synthetic data generation in robotic systems remarkably decreases the required time and manual efforts within the data generation process while sustaining the levels of performance, which confirms Thesis Statement 1. Thus the versatile data that can be synthetically generated can be used for validation purposes, therefore evaluating the system’s performance before deployment. The tentative results can show the viability of the proposed algorithms in the specific use cases, and if the achieved results are not satisfactory, the conclusion
of the need for improvements or additional training can be achieved without running the system in real life. The achieved results of computer-vision-based robot control prove Thesis Statement 2.

4. **To research and develop a methodology for human demonstration incorporation in the knowledge acquisition process.** The human demonstration incorporation in the knowledge acquisition process, namely imitation learning-based control, was accomplished in Chapter 4. The original goal set out to accomplish was to devise a framework for recording demonstrations by human actors, and using these to execute an object-throwing task as a stand-in for a variety of similar future applications was achieved. By using motion capture as the data collection mechanism, it proved possible to employ a series of analytic pre-processing steps to turn raw recording data into demonstration data sets suitable for the knowledge acquisition process for industrial robots. The data collection step with motion capture equipment proved to be straightforward to customize for the throwing task. Whereas the precision of learned trajectories achieves high similarity to the validation dataset and closely resembles throwing motions as executed by human experts proving Thesis Statement 3.

5. **To apply the proposed methods in demonstrations.** In total, the proposed methods were applied in three demonstrations described in Chapter 5 addressing current challenges in various robotic grasping applications. In the first demonstrator: “Multi-robot collaboration for the bin-picking task”, the synthetic data generation and grasp pose estimation methods proposed have been successfully applied and demonstrated for reliable grasping and sorting of different simple-shaped, rigid objects mixed in a pile. The second demonstrator, “Handling of waste plastic bottles”, however, applied the data generation of deformable objects for computer-vision-based robot control and imitation-learning-based robotic object throwing learned from human demonstrations described in Chapter 4. Last but not least, the demonstrator: “Post office parcel sorting”, shows the modularity and the reusability of the developed robot control modules and the viability of integrating different sensory data processing packages.

6. **To draw conclusions about the results of this Thesis.** The final task of the Thesis is done in the current chapter. The main conclusion about smart control methods for industrial robots developed in this Thesis is that their properties and test results demonstrate that the aim of this Thesis is successfully achieved – the developed methods improve the deployment of industrial robots for working in dynamic environments and advancing the operability of such systems. In addition, the accomplished tasks prove three statements defined at the beginning of the Thesis.
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